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tools that can be used to analyze arguments. Each subsequent chapter then
applies these methods to a leading problem of argumentation. Today the field
of computing has embraced argumentation as a paradigm for research in arti-
ficial intelligence and multi-agent systems. Another purpose of this book is to
present and refine tools and techniques from computing as components of the
methods that can be handily used by scholars in other fields.
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Introducing Some Basic Concepts and Tools

Argumentation, which can be abstractly defined as the interaction of
different arguments for and against some conclusion, is an important skill
to learn for everyday life, law, science, politics and business. It is a rich,
interdisciplinary area of research straddling philosophy, communication
studies, linguistics, psychology and artificial intelligence that has developed
context-sensitive practical methods to help a user identify, analyze and eval-
uate arguments.

Recently, the field of computing has embraced argumentation as a
paradigm for research in artificial intelligence and multi-agent systems.
Artificial intelligence in particular has seen a prolific growth in uses of argu-
mentation. Argumentation has proved helpful to computing because it has
provided concepts and methods used to build software tools for designing,
implementing and analyzing sophisticated forms of reasoning and inter-
action among rational agents (Reed and Grasso, 2007). Recent successes
include argumentation-based models of evidential relations and legal pro-
cesses of examination and evaluation of evidence. Argument mapping has
proved to be a useful tool for designing better products and services and for
improving the quality of communication in social media by making delib-
eration dialogues more efficient. There now exist formal systems of argu-
mentation to model many aspects of reasoning and argument that were
formerly studied only by less structured methods of informal logic.

Now there has been the starting of a feedback loop. The formal argu-
mentation methods and concepts that were developed in artificial intel-
ligence are themselves being used to refine informal argumentation
methods. In the past the argumentation methods have come from the
humanities and social sciences. Now the tools that have been developed
to model the features and problems of argumentation in natural language
discourse, and other special contexts such as legal reasoning, are computa-
tionally precise. One benefit of this reverse transfer to and from computer
science has been the refinement of argumentation theory itself through

1
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2 Introducing Some Basic Concepts and Tools

mathematically precise modeling of its core concepts and methods. The
purpose of this book is to present and refine these tools from computing
to help build a better set of methods that can be used by all argumentation
scholars. This project is carried forward by showing how the new methods
can already be applied with some success to some of the leading problems
of argumentation.

The book gives a clear idea of what the methods are and how they work
as tools that can be used to study arguments. To distinguish itself from other
views of argumentation, the book calls its approach “logical argumenta-
tion”, suggesting a joining of informal logic with the formal argumentation
technology of computer science. Each chapter of the book applies these
methods to a leading problem of argumentation studies. The problems
studied in the book include the problems of defining the notions of criti-
cal questioning, undercutting, rebuttal and refutation, (2) the problem of
representing critical questions on an argument diagram, (3) the pervasive
problem of finding the missing premises (or conclusions) in an argument,
(4) the problem of applying argumentation schemes to real arguments in
natural language discourse, (5) the problem of modeling how argument
from precedent in our system of law is based on a form of argument from
analogy that can represent the notion of similarity between cases, (6) the
problem of reasoning backward from external data to a hypothesis about
an agent’s presumed internal state of mind, for example, its motive, (7) the
problem of understanding how scientific inquiry begins from a discovery
phase, and (8) the problem of how an arguer’s position can be adequately
and fairly represented in order to properly criticize or refute it. The sub-
stantial progress made in the book on solving these problems demonstrates
how useful the methods of logical argumentation can be.

1. Logical Argumentation as a Distinctive Theory

The roots of logical argumentation are in informal logic, a discipline that
has the goal of providing criteria and methods to help students identify,
analyze and evaluate arguments found in a natural language text of dis-
course. Logical argumentation originally came out of forty years of experi-
ence in teaching critical thinking skills to university students and research
studying informal fallacies, and is now being widely used and tested in many
fields. It was originally based on collecting many examples of arguments
from everyday conversational discourse and from law, analyzing them,
visualizing them and evaluating them as case studies, and solving common
problems posed by features of the arguments in the case studies. As the
simple argument maps presented below show, logical argumentation arises
from the practical task of assisting users to analyze and critically evaluate
arguments of the kind found in everyday conversational discourse and in
other contexts such as legal and scientific argumentation.
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1. Logical Argumentation as a Distinctive Theory 3

However, logical argumentation as a theory is wider than the traditional
focus of informal logic, because of its integration with artificial intelligence
and because of its aim of providing assistance with the task of argument
invention, as well as the tasks of argument identification, analysis and evalu-
ation. Logical argumentation is a theory that can be applied to many fields,
including informal logic, speech communication, artificial intelligence and
linguistics. It is interdisciplinary, even though it has central affiliations with
the field of informal logic, because it has connections in communication
studies and is increasingly being applied in computer science, especially in
artificial intelligence and multi-agent systems.

The author has written many books on specific topics in argumenta-
tion studies and informal logic, and also textbooks meant to explain to stu-
dents how the methods built and refined in these books can be learned and
applied to examples of arguments in everyday conversational discourse.
However, there has been no single book that attempts to put all these
results together in a unified approach to logical argumentation. This book
binds the research results of the findings in computer science together by
distilling out of them a distinctive theory underlying an accompanying set
of methods for the identification, analysis and evaluation of arguments.
It is easy to explain the theory in general outline. But to understand how
the theory works, you need to see how it applies to real examples and how
it is used to solve significant problems of argumentation. The chapters
of this book show the theory being applied to a series of real examples
and problems of argumentation. The chapters present examples repre-
senting specific instances that give rise to problems to which the theory
is applied. The attempts to solve the problems show the methods at work,
and cumulatively show how the methods give rise to a general theory that
fits them together.

This theory has three broad characteristics as an approach to ratio-
nal cognition. First, it is procedural, meaning that proving something is
taken to be a sequence with a start point, an end point, and an interval in
between representing a sequence of orderly steps. The second character-
istic is that it does not aim to prove something is true as knowledge that
must be accepted beyond all doubt, but recognizes the bounds of human
rationality required by the need to make decisions under conditions of
uncertainty and lack of knowledge. This second characteristic is called
bounded rationality. The third characteristic is the viewing of intelligence
as a social process that is not located exclusively in our individual brains.
This characteristic holds that two heads are better than one, implying that
even when a single agent reasons by deliberating about what to do or what
claim to accept based on evidence, it does this best by examining the evi-
dence on both sides, pro and contra. Thus whether one agent is involved
or a group of agents is engaged in deciding what to do or to accept based
on the evidence, rational thinking is best seen as a dialogue process in
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which arguments are put forward by one side and critically questioned by
the other side.

2. The Methods and the Theory

Logical argumentation is a distinctive philosophical viewpoint built around
a set of practical methods to help a user identify, analyze and evaluate argu-
ments in specialized areas such as law and science, as well as arguments of
the kind used in everyday conversational discourse. The method of logical
argumentation has twelve defining characteristics.

1.

The procedure for examining and criticizing the arguments on both
sides forms a dialogue structure in which two sides take turns putting
forward speech acts (e.g., making assertions or asking questions).
The dialogue has rules for incurring and retracting commitments
that are activated by speech acts. For example, when a participant
makes an assertion, he or she becomes committed to the proposi-
tion contained in the assertion.

The method uses the notion of commitment (or acceptance;
Freeman, 2005) as the fundamental tool for the analysis and evalua-
tion of argumentation rather than the notion of belief. The reason
is that belief is a psychological notion internal to an agent (Walton,
2010a).

The method assumes a database of commonly accepted knowledge
that, along with other commitments, provides premises for argu-
ments. The knowledge base is set in place at the opening stage, but
can be revised as new relevant information needs to be collected and
considered.

The procedure is dynamic, meaning that it continually updates its
database as new information comes in that is relevant to an argu-
ment being considered.

The arguments advanced are (for the most part) defeasible, mean-
ing that they are subject to defeat as new relevant evidence comes in
that refutes the argument.

Conclusions are accepted on a presumptive basis, meaning that in
the absence of evidence sufficient to defeat it, a claim that is the con-
clusion of an argument can be tentatively accepted, even though it
may be subject to later defeat as new knowledge comes in.

The method analyzes and evaluates argumentation concerning a
claim where there is evidence for it as well as against it. Thus any
argument is subject to critical questioning until closure of the
dialogue.

The dialogue uses critical questioning as a way of testing plausible
explanations and finding weak points in an argument that raise
doubt concerning the acceptability of the argument.


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9781139600187.001
https:/www.cambridge.org/core

2. The Methods and the Theory 5

10. The method uses standards of proof. Criteria for acceptance are
held to depend on standards that require the removal of specifiable
degrees of reasonable doubt.

11. The methods applied include defeasible argumentation schemes,
deductive arguments, inductive arguments, presumptive arguments
and argument visualization software tools.

12. The method comprises the study of explanations as well as argu-
ments, including the form of argument called inference to the best
explanation, or abductive reasoning.

There are two (often opposed) models of rational thinking and acting in
the literature on cognitive science, and logical argumentation theory has a
preference for one of these models as an approach to be taken in applying
its methods, even though it acknowledges the need for both of them. The
belief-desire-intention (BDI) model is based on the concept of an agent
that carries out practical reasoning based on goals that represent its inten-
tions and incoming perceptions that update its set of beliefs. According
to the account of rational thinking of the BDI model, an agent has a set
of beliefs that are constantly being updated by sensory input from its envi-
ronment, and a set of desires (wants) that are then evaluated (by desir-
ability and achievability) to form intentions. For example, on Bratman’s
(1987) version of the BDI model, forming an intention is described as part
of adopting a plan that includes the agent’s desires (wants) and beliefs.

According to the commitment model, agents interact with each other in
a dialogue in which each contributes speech acts. Commitments are state-
ments that the agent has expressed or formulated, either alone or as part of
a group deliberation, and has pledged to carry out or has publicly asserted.
Each agent has a commitment set, and as the one asks questions that the
other answers, commitments are inserted into or retracted from each set,
depending on the move, which takes the form of a speech act, that each
speaker makes. A commitment is essentially a proposition that an agent has
gone on record as accepting as indicated by a transcript or some other evi-
dence that can be used to pin down exactly what the speaker said (Hamblin,
1970; 1971). One highly significant difference between the two models is
that desires and beliefs are private psychological notions internal to an
agent, while commitments are statements externally accepted by an agent
and recorded in an external memory that is transparent to all parties.

The logical argumentation model and its accompanying set of methods
take a view of proof and justification different from that taken in current
epistemology in analytical philosophy, which is based on a true belief frame-
work. On this approach, knowledge is taken to be true belief plus some
third component, usually called justification. On the logical argumenta-
tion approach, knowledge is seen as a form of belief firmly fixed by an
argumentation procedure that has examined the evidence on both sides,
and uses standards of proof to conclude that the proposition in question
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6 Introducing Some Basic Concepts and Tools

can be proved. The justification of proof is that the evidence supporting
the proposition is so much stronger than the evidence against it, or doubts
that have been raised against it, that the proposition can be accepted as
knowledge. However, on this evidentialist approach, knowledge, especially
scientific knowledge, must be seen as defeasible. There are two especially
important consequences of the view. One is that falsifiability is taken to be a
criterion of genuine scientific knowledge. The other is that knowledge does
not deductively imply truth.

To sum up, there are four main components of the methods used in
logical argumentation theory: argumentation schemes, dialectical struc-
ture, argument mapping, and modeling in a computational argumentation
system. These four components are described in the next four sections.

3. Argumentation Schemes

Logical argumentation is based on argumentation schemes, such as argu-
ment from expert opinion, that represent commonly used types of argu-
ments that are defeasible. The schemes connect arguments together into
sequences, often called chaining, by taking the conclusion of one argu-
ment as a premise in a subsequent argument. Schemes identify patterns of
reasoning linking premises to a conclusion that can be challenged by rais-
ing critical questions. The names of some easy to recognize argumentation
schemes are listed in Table 1.1.

A more complete list of twenty-nine such schemes will be given in
Chapter 4. Some of these schemes appear to be subtypes of others. For
example, argument from threat is a species of argument from negative con-
sequences. It has the additional implication that the proponent is stating a
readiness to carry out the negative consequences for the respondent.

As an easy example to appreciate, we can give the scheme for argument
from expert opinion. It has two premises and a conclusion.

Major Premise: Source E is an expert in subject domain § containing
proposition A.

Minor Premise: [ asserts that proposition Ais true (false).

Conclusion: A is true (false).
The following critical questions represent standard ways of casting the argu-
ment into doubt.

CQ,: Expertise Question. How credible is E as an expert source?

CQy: Field Question. Is Ean expert in the field that A is in?

CQ;: Opinion Question. What did E assert that implies A?

CQy: Trustworthiness Question. Is I personally reliable as a source?

CQ;: Consistency Question. Is A consistent with what other experts assert?

CQg: Backup Evidence Question. Is E's assertion based on evidence?
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4. Dialectical Structure 7

TABLE 1.1 Some common argumentation schemes

Argument from Witness ~ Argument from Verbal Argument from Rule

Testimony Classification

Argument from Expert Argument from Argument from Threat
Opinion Appearances

(Perception)
Argument from Analogy ~ Argument from Positive Argument from Popular
Consequences Opinion
Argument from Precedent Argument from Negative  Direct Ad Hominem
Consequences Argument (Personal
Attack)

Practical Reasoning Circumstantial Ad Hominem Argument from
(Goal-Directed Argument Correlation to Cause
Reasoning to Act)

Argument from Evidence  Abductive Reasoning Argument from
to a Hypothesis Commitment

Argument from Ignorance Argument from Sunk Costs Slippery Slope Argument
(Negative Evidence)

This form of argument is defeasible. If an expert says that a proposition is
true, there may be a good reason for accepting it is true, but there may also
be good reason for doubting whether it is true once it is pointed out that the
expert is biased, for example, by evidence showing that he or she will gain
financially from his or her claim. Defeasibility of arguments is very important
in the logical argumentation model. The ideal arguer retracts his or her claim
if it can be shown to be insufficiently supported by evidence that meets the
appropriate standard of proof for accepting it. An ideal arguer is not only one
who backs up his or her claims by supporting evidence, but also one who is
open-minded. The ideal arguer probes into the reasons behind and those of
his or her speech partner, formulating criticisms of his or her arguments. How
this process works can be illustrated briefly with some examples.

4. Dialectical Structure

As noted in Section 2, logical argumentation reaches a decision on whether
or not to accept a claim based on the arguments both for and against the
claim; therefore on the logical argumentation point of view, an argument
always has two sides, the pro and contra. They take turns making moves that
contain speech acts. Some of the most common speech acts are identified
in Table 1.2.

Speech acts are put forward by each participant at each move in the
dialogue, and the structure of the dialogue is defined by rules (protocols)
that set preconditions and post-conditions for the speech acts used in that
type of dialogue.
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8 Introducing Some Basic Concepts and Tools

TABLE 1.2 Some common types of speech acts

Speech Act Dialogue Form Function

Question (yes-no type) S? Speaker asks whether Sis the
case

Assertion (claim) Assert S Speaker asserts that Sis the case

Concession (acceptance)  Accept S Speaker incurs commitment to S

Retraction (withdrawal) No commitment S Speaker removes commitment
toS

Challenge (demand for Why §? Speaker requests that hearer give

proof of claim) an argument to support S

Put Argument Forward P, P, ..., P, therefore S P, P, ..., P,is aset of premises
that give a reason to support S

TABLE 1.3 Example of a profile of dialogue

Move Proponent Respondent
1. Video games do not lead to violence Why do you think so?
Dr. Smith says so, and he is an expert Do you think he could be biased?
3. What evidence do you have for saying ~ His research is funded by the video
that? game industry
4. What evidence do you have for saying It was shown by a 2001 investigation
that? of the Parents’ Defense League

In the small example dialogue shown in Table 1.3, the proponent begins
at move 1 by making a claim. The respondent then puts forward a chal-
lenge demanding proof for this claim. At move 2, the proponent takes his
turn by putting forward an argument from expert opinion. The respondent
then asks a critical question. The proponent then asks for evidence to sup-
port the question, and the respondent offers some. However, the propo-
nent asks for further evidence and the respondent offers it.

This small dialogue represents what is called a profile of dialogue, a short
sequence of moves that could be part of a much longer sequence of argu-
mentation. These small examples of dialogues need to be put into a wider
perspective, viewed as a dialectical process by Freeman (1991, xiii): “We
see arguments generated through a challenge-response dialogue where the
proponent of some thesis answers critical questions posed by a challenger”.
So viewed, the structure of arguments takes the form of a procedure that
has a start point and an end point.

A dialogue is defined as a 3-tuple {O, A, C} where Ois the opening stage, A
is the argumentation stage, and Cis the closing stage. Dialogue rules define
what types of moves are allowed. At the opening stage, the participants
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4. Dialectical Structure 9

TABLE 1.4 Seven types of dialogue

Type of Dialogue Initial Situation Participant’s Goal Goal of Dialogue
Persuasion Conflict of Opinions  Persuade Other Party Resolve Issue
Inquiry Need to Have Proof  Verify Evidence Prove Hypothesis
Discovery Need an Explanation Find a Hypothesis Support Hypothesis
Negotiation Conflict of Interests ~ Get What You Want  Settle Issue
Information Need Information Acquire Information  Exchange
Information
Deliberation Practical Choice Fit Goals and Actions Decide What to Do
Eristic Personal Conflict Hit Out at Opponent Reveal Deep
Conflict

agree to take part in some type of dialogue that has a collective goal. Each
party has an individual goal and the dialogue itself has a collective goal.
The initial situation is framed at the opening stage, and the dialogue moves
through the opening stage toward the closing stage. In Table 1.4, the type
of dialogue is identified in the left column and its main properties are iden-
tified in the three matching columns on the right.

In a persuasion dialogue the proponent has a thesis to be proved, his
ultimate probandum, and the respondent can either have (1) the role of
casting doubt on the proponent’s attempts to prove his thesis or (2) the
role of arguing for the opposite thesis. A rational arguer is one who follows
the protocols for the type of dialogue appropriate for the argumentation in
which he is engaged and whose arguments conform to the requirements of
argumentation schemes. The goal of a persuasion dialogue is to reveal the
strongest arguments on both sides by pitting one against the other to resolve
the initial conflict posed at the opening stage. Each side tries to carry out
its task of proving its ultimate thesis to the standard required to produce an
argument stronger than the one produced by the other side. This burden
of persuasion is set at the opening stage. Meeting one’s burden of persua-
sion is determined by coming up with a strong enough argument using a
chain of argumentation in which individual arguments in the chain are
of the proper sort. To say that they are of the proper sort means that they
fit argumentation schemes appropriate for the dialogue. ‘Winning’ means
producing an argument that is strong enough to discharge the burden of
persuasion set at the opening stage.

In deliberation dialogues decisions are also made, but the starting point
of the dialogue is an issue about which action to take to achieve some goal,
not an issue about whether a proposition is true or false. The party who
raises the issue does not have a burden of persuasion. Indeed, even once
positions (proposals for resolving the issue about which action to take) have
been put forward in a deliberation dialogue, the parties who put forward the
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positions do not necessarily have a burden of persuasion. The proposals may
have been put forward during a brainstorming phase of the deliberation,
and a party may actually prefer some proposal put forward by some other
party, after arguments about the pros and cons have been exchanged.

During the same sequence of argumentation an argument may shift from
one type of dialogue to another. In some cases the shifts are based on an
underlying embedding from the one dialogue into the other. In that case,
the move to the second dialogue can support the chain of argumentation
coming from the first type of dialogue. This kind of shift can be a good
thing, from an argumentation point of view. For example, in a deliberation,
the argumentation may shift to an information-seeking phase where facts
relevant to the deliberation are brought into play. In other cases, the shift
to the second dialogue can block the argumentation in the first dialogue, in
some instances leading to fallacies. The analysis and evaluation of arguments
in dialogues is based on procedural rules for the dialogue, as well as notions
such as burden of proof and standard of proof, that set requirements for
how strong an argument needs to be in order to be judged successful.

The logical argumentation model is normative because it sets standards
for logical inference based on argumentation schemes and procedural stan-
dards that give requirements for how to take part in a dialogue with a speech
partner. These standards can be structured in formal models of dialogue.
However, the model is also partly empirical in that its purpose is to study real
arguments used in everyday conversational discourse and other special con-
texts such as legal and scientific reasoning. For this reason, the logical argu-
mentation model is based on the study of real examples of arguments. As well
as identifying, analyzing and evaluating arguments used in a given case, log-
ical argumentation also has the capability for constructing arguments. This
technology is based on the application of argumentation schemes, with their
capability to represent implicit parts of the text, especially implicit premises
and conclusions in a chain of reasoning. The given arguments in a knowledge
base can be chained forward toward the ultimate conclusion to be proved.

5. Rationale and Araucaria

In its simplest form, an argument diagram, or argument map as it is
equivalently called, is composed of two elements: a set of propositions rep-
resenting premises or conclusions of arguments and a set of arrows repre-
senting inferences from some propositions to others. For this reason an
argument map is often called a box and arrow diagram, a visual representa-
tion of an argument formed by drawing arrows leading text boxes to other
text boxes. An argument diagram takes the form of a tree structure in which
there is a single proposition representing the ultimate claim or thesis to be
proved at the root of the tree. All the other propositions are premises or
conclusions that lead along branches of the tree to this root proposition.


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9781139600187.001
https:/www.cambridge.org/core

5. Rationale and Araucaria 11

An argument diagram can easily be made using pencil and paper, but
nowadays there are many argument visualization tools that can be used to
assist in creating an argument diagram that can be saved and later modi-
fied. Such argument mapping tools have now become centrally important
logical argumentation methods in their own right, as they can perform
different functions that are helpful for clarifying, analyzing, summariz-
ing and evaluating arguments. Below some simple examples are given to
show how these methods work and to show some key differences between
different visualization tools. Those that are conceptually interesting will
be studied further in Chapter 2. There are now more than sixty software
systems for argument visualization (Scheuer et al., 2010) that can be used
to summarize or analyze argumentation in a visual format on a computer
screen for various different kinds of purposes. However, of the available
systems, we choose only four to introduce here. These four are easy to
use and have other features that make them attractive for several rea-
sons from a point of view of argumentation studies. Also, each of them
has certain fundamental features that enable significant contrast to be
drawn between them that will turn out to be important for our purposes
in dealing with some fundamental problems of argumentation, especially
in Chapter 2.

Rationale (http://rationale.austhink.com/) is a software tool for work-
ing with argument maps to help students get a better grasp of good essay
writing structure, to learn skills of thinking critically and to prepare for
debates. Of the four systems, it is perhaps the easiest for the beginner to
start using. A Rationale argument map is drawn in the form of a tree struc-
ture with the contention, the main issue or topic under consideration,
represented in a text box at the top of the page. The premises and conclu-
sions of the argument supporting or attacking the main contention are
placed in text boxes that lead to the main contention by a series of arrows
drawn as lines. A reason is a type of premise and an argument that directly
supports a contention, while an objection represents that which directly
refutes a contention. So a reason represents positive support of the claim,
while an objection represents a negative type of argument that attacks or
undermines a claim. Rationale distinguishes between two kinds of negative
arguments of this sort called objection and rebuttal, but we will defer the
discussion of this distinction to Chapter 2.

To give a simple example of how a Rationale argument map looks,
Figure 1.1 is an argument map of an example drawn using Rationale. The
example is a case of argument from expert opinion where one expert makes
a certain claim while another expert makes the opposite claim. One expert,
Dr. Smith, makes the claim that video games do not lead to violence. But
the other expert, Dr. Jones, states the opposite proposition, namely, that
video games do lead to violence. This example is a classic case of what is
often called the battle of the experts.
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Contention

Video games do not
lead to violence.

Dr. Smith is an expert |Support

in a field on a subject
including video games
leading to violence.

Dr. Jones says that | [ Dr. Jones is an expert | 9PPOS€

video games do in a field on a subject

lead to violence. including video games
leading to violence.

Dr. Smith says that
video games do not
lead to violence.

FIGURE 1.1 Rationale Argument Map of the Video Games Example

As shown in Figure 1.1, Rationale visualizes the argument from Dr. Smith
on the left, which is a supporting argument presenting evidence in favor of
the conclusion that video games do not lead to violence. The argument on
the left is an example of a linked argument, meaning that the two premises
go together to support the conclusion. Rationale can also be used to classify
the argument as an instance of the argumentation scheme for argument
from expert opinion by enabling the user to label the right premise — the
statement that Dr. Smith is an expertin a field on the subject, including video
games leading to violence —as an instance of an expert opinion. But we want
to emphasize here is the argument on the right in Figure 1.1, an argument
separate from the supporting argument used in opposition to it. This oppos-
ing argument is represented as an argument separate from expert opinion
that attacks the contention that video games do not lead to violence.

It will be interesting to show the reader at this point how different argu-
ment mapping tools can represent such a relation of opposition in a differ-
ent pictorial manner. Araucaria is a software tool for analyzing arguments
that helps a user to reconstruct and diagram a given argument using a
point-and-click interface.! Araucaria supports argumentation schemes and
provides a user-customizable set of schemes that can also be helpful when
analyzing arguments.

To analyze a given argument, the user begins with a text document con-
taining an argument that has been cut and pasted from its source, for exam-
ple, a newspaper article. Then he or she chooses each of the propositions
that function as premises or conclusions of the argument by highlighting
them from the list on the left side of the screen, and transfers them to a
box that appears on the right side of the screen. The user then draws in the
arrows displaying the inferences from the premises to the conclusions. The
user can also label each argument with an argumentation scheme by calling
down a menu that presents lists of argumentation schemes.

This menu for the video games example is shown in Figure 1.2.

! Araucaria is freeware built by Chris Reed and Glenn Rowe. It can be downloaded from this
site: http://araucaria.computing.dundee.ac.uk/.
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ﬂSeIect argument scheme X

Select scheme:

|Argument from Expert Opinion Vl
Scheme Argument

Premises Premises

E is an expert in domain D
E asserts that A is known to be true

Dr. Smith is an expert in a field including video
games leading to violence.

A is within D Dr. Smith says that video games do not lead to
violence.
Conclusion Conclusion

A may (plausibly) be taken to be true.

Video games do not lead to violence.

Critical questions

Is E a genuine expert in D?
Did E really assert that A is known to be true?

Is the expert’s pronouncement directly quoted? If not, is a reference to the original source given? Can it

be checked?

If the expert advice is not quoted, does it look like the important information or qualifications may have | |

been left out?

If more than one expert source has been cited, is each authority quoted seperately? Could there be

disagreements among the cited authorities?

4]

FIGURE 1.2 Menu Applying Scheme to Argument

Argument from Expert Opinion

| Video games do lead to violence. I

Argument from Expert Opinion

1

| Video games do not lead to violenc:l

1

Dr. Jones is an expert in a
field including video games
leading to violence.

Dr. Jones says that video
games lead to violence.

Dr. Smith says that video
games do not lead to violence.

Dr. Smith is an expert in a
field including video games

leading to violence.

FIGURE 1.3 Araucaria Argument Map of the Video Games Example

13

Once the user has applied one or more argumentation schemes to
selected arguments in the argument diagram in this fashion, Araucaria
is used to build an argument diagram of the kind displayed in Figure
1.3. Note that in Figure 1.2 one of the premises is missing in the argu-
ment. This observation reveals how schemes can be used to find missing

premises.

Araucaria has some other distinctive features concerning the representa-
tion of argument rebuttal, which will be illustrated in the next example.
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6. An Example of Refutation

Let’s take the example of an advertisement for a medication for diabetes
(Newseek, November 26, 2007, p. 25) with the headline: “ACTOS has been
shown to lower blood sugar without increasing their risk of having a heart
attack or stroke”. The argument in this ad presents ACTOS as a way for the
reader who has type 2 diabetes to solve the problem of lowering his or her
blood sugar by using practical reasoning. It says: you have the goal of lower-
ing your blood sugar; taking ACTOS is a means to realize this goal; therefore
you should take ACTOS. The argument fits the scheme for practical reason-
ing. When you put forward an argument based on practical reasoning, you
are arguing to your respondent as follows: you have a goal, or want to solve a
problem; this action I am proposing will help you to attain that goal, or will
solve the problem; therefore you should carry out this action. This simplest
form of practical reasoning, often called practical inference, is given in the
following argumentation scheme (Walton, Reed and Macagno, 2008, 323).
This scheme will be studied in more depth in Chapter 4, Section 3.

Major Premise: I have a goal G.
Minor Premise: Carrying out this action A is a means to realize G.

Conclusion: I ought (practically speaking) to carry out this action A.

Many arguments for health products fit this scheme.

Once you have identified the scheme, you can also identify some critical
questions to think about. The set of critical questions matching the scheme
for practical inference is from the account in (Walton, Reed and Macagno,
2008, 323).

CQ,: What other goals do I have that should be considered that might
conflict with G?

CQ,: What alternative actions to my bringing about A that would also
bring about G should be considered?

CQ;: Among these alternative actions to bringing about A, which is
arguably the most efficient?

CQ, What grounds are there for arguing that it is practically possible
for me to bring about A?

CQ;: What consequences of my bringing about A should also be taken
into account?

The last critical question, CQ, sometimes called the side effects question,
concerns potential negative consequences of the action. One of the side
effects of taking this particular medication might be to increase the risk of
having a heart attack or stroke. To anticipate the possibility of this critical
question being raised, the advertisement explicitly states that the medica-
tion can lower blood sugar without the risk of heart attack or stroke. The
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Practical Reasoning

There are negative

consequences of my > | You should take ACTOS. |

taking ACTOS that should
be taken into account.

>

ACTOS has been shown to [€>| If | lower my blood sugar
lower blood sugar without by taking ACTOS, there
increasing the risk of having might be a risk of heart
a heart attack or stroke. attack or stroke.

Taking ACTOS is a means
to realize the goal of
lowering your blood sugar.

You have the goal of
lowering your blood sugar.

FIGURE 1.4 Argument in the ACTOS Example Visualized in Araucaria

argument in this advertisement is an example of proleptic argumentation,
which can be defined as the anticipation and answering of an objection or
opposed argument before one’s opponent has actually put it forward. Now
let’s see how to represent this argument diagrammatically.

The argumentation in the ACTOS example may be represented in
Araucaria as shown in Figure 1.4. Each premise or conclusion in the chain
of argumentation is represented as a statement inside a text box. An infer-
ence from one statement to another is represented as an arrow. The argu-
ment on the right is shown as a linked argument, where the two premises
function together to support the conclusion. The application of the argu-
mentation scheme for practical reasoning is displayed by the shaded out-
line on the arrow leading from its premises to its conclusion.

The statement that there are negative consequences of my taking ACTOS
that should be taken into account is represented as a refutation of the state-
ment that one should take ACTOS. Refutation is drawn as a double-headed
arrow, and the statement that is meant to be the refutation appears in a dark-
ened box. Refutation is meant to be like negation in Araucaria. The statement
‘If I lower my blood sugar by taking ACTOS, there might be a risk of heart
attack or stroke’ is shown as the reason supporting the statement that appears
above it in the darkened box. Finally, there is another refutation shown in
Figure 1.4. The statement that ACTOS has been shown to lower blood sugar
without increasing the risk of having a heart attack or stroke is shown as a
refutation of the statement that appears in the box without a darkened back-
ground that appears to the right of it. Just below that box, the statement on
the left, also shown in a darkened box, is represented as a refutation of the
statement that appears just the right of it. The double arrow in this instance is
very small but is meant to represent a refutation. In effect, the structure of the
argumentation shown in Figure 1.4 is that of a refutation of a refutation.

The problem posed by this example is that of representing critical ques-
tions on an argument diagram. We want to represent the critical question
‘Are there negative consequences of my taking ACTOS?’ on the diagram.
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However, we can insert statements only in the text boxes. The problem
then is how we can represent this critical question as representing an
objection that can be raised against the argument using practical reason-
ing represented on the right side of Figure 1.4. We also want some way
of representing on the diagram how the statement used to represent the
critical question in Figure 1.4 functions as an objection or refutation to
the argument from practical reasoning. Is this refutation by itself sufficient
to defeat the argument based on practical reasoning? Or does it require
further evidence to defeat the argument? In the argument diagram shown
in Figure 1.4 another statement is given that supports the negative conse-
quences assertion. But then the statement itself is objected to by another
refutation.

7. The ArguMed System

Verheij (2005) constructed an argument diagramming method called
ArguMed to represent argumentation schemes and to show how they apply
to arguments in a given case. In ArguMed, blocking moves that make an argu-
ment default are drawn by a device called entanglement. Entanglement is
represented as a line that meets another line ata junction marked by an X, indi-
cating that new evidence attacks the inferential link between the premises and
conclusion of the original argument, making the original argument default.
Figure 1.5 shows how entanglement can be represented by ArguMed.

The idea of entanglement is that the connection between a reason and
its conclusion, represented by the arrow between them, can be subject to
doubt, just like other claims. Such argumentation can be either supporting,
by giving reasons for the connection between the reason and its conclusion,
or rebutting, by giving reasons against the connection between the reason
and its conclusion. The positive version of entanglement is represented
graphically by an ordinary arrow pointing to another arrow. The negative
version of entanglement can be represented graphically by an arrow ending
in a circled X pointing to another arrow.

In Figure 1.5, the method of diagramming is similar to that of Araucaria
in that the premises and the conclusions in the chain of argumentation
appear as statements in text boxes, and the inferences from a set of prem-
ises to a conclusion are represented as arrows. Both ArguMed and Araucaria
can represent the distinction between linked and convergent arguments.
The inference shown at the top of Figure 1.5 has its two premises joined
by practical reasoning, making it linked. When the argument is shown in
this way, it shows how the critical question represented in the box in the
middle at the right undercuts the main argument to the conclusion that
one should take ACTOS. There is a line going from this critical question to
the arrow joining the premises to the conclusion of the prior inference, and
the arrowhead is drawn as a circled X.
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| You should take ACTOS.

—{ You have the goal lowering your blood sugar. |

%Taking ACTOS is a means to lower your blood sugar.l

—|There are negative consequences of taking ACTOS.l

If | take ACTOS there could be a risk of heart attack or stroke.l

ACTOS has been shown to lower blood sugar without increasing the risk of heart attack or stroke. |

FIGURE 1.5 The Argumentation in the ACTOS Example Represented
in ArguMed

An interesting thing about the diagram shown in Figure 1.5 is that it
shows a refutation of a refutation. The statement shown in the text box at
the bottom, ‘ACTOS has been shown to lower blood sugar without increas-
ing the risk of having a heart attack or stroke’ is shown as a refutation of the
critical question shown in the middle box on the right that itself functions as
a refutation of the prior argument based on practical reasoning to the con-
clusion that you should take ACTOS. ArguMed is different from Araucaria
in that it enables the representation of entanglement. Its distinctive feature
is that it represents a statement meant as a refutation as an attack on the
inference it was directed against, as contrasted with an attack the premises
or the conclusion of the argument.

8. The Carneades Argumentation System

The Carneades Argumentation System (Gordon and Walton, 2009),
named after the Greek skeptical philosopher Carneades, is a computa-
tional model of argumentation. Carneades is also a mathematical model
consisting of definitions of mathematical structures and functions on
these structures (Gordon, Prakken and Walton, 2007). Carneades has
been implemented using a functional programming language, and has
a graphical user interface used to draw argument diagrams (https://
github.com/carneades/carneades). It also has a software library for
building applications supporting other argumentation tasks. The ver-
sion that presently exists can be used to analyze construct and evaluate
arguments using defeasible forms of argument such as argument from
testimony, argument from analogy, and many other kinds of arguments
(Gordon, 2010).
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o o BiulesglstEd says that Twwaty b
o penguin.
— o =

- = d -

FIGURE 1.6 Screen Shot of Carneades Argument Visualization Tool

The actual example displayed in Figure 1.6 is not so important. It merely
shows the Tweety example with the exception to the rule shown in the bot-
tom box (Tweety is a penguin). Also shown is how Carneades evaluates
argumentation. Although all the premises are accepted, indicated by the
darkened text boxes and the check marks in them, the conclusion is not
accepted. The reason is that exception makes the argument default.

How the Carneades Argumentation System represents argumentation
will be studied in detail in Chapter 2, but even at this point it will be inter-
esting for us to see how it visualizes arguments in a manner different from
the three preceding systems. To begin with, in Carneades, the ultimate
proposition is shown at left and the sequence of argumentation fans out to
the right. In Rationale, as we saw, the ultimate conclusion in a sequence of
arguments is always shown as a text box at the top of the diagram so that the
argumentation supporting or attacking the central claim propagates down-
ward from this root. The tree is upside down, so to speak.

In the video games example, the ultimate conclusion to be proved — the
statement that video games do not lead to violence — is shown by Carneades
at the left in Figure 1.7.

Instead of arrows leading directly from the premises to the conclusion,
we have argument nodes in which the name of the argumentation scheme
is inserted. Lines from the pair of premises in the linked argument go to the
argument node, and an arrow then goes from the node to the conclusion of
the argument. Figure 1.7 shows an argument with the ultimate conclusion
that video games do not lead to violence, and shows two different arguments
from expert opinion supporting that conclusion. The one at the top is a
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Dr. Smith is an expert in a field on a subject
including video games leading to violence.

+Argument from
Expert Opinion

Dr. Smith says that video
games do not lead to violence.

Video games do not
lead to violence.

Dr. Jones is an expert in a field on a subject
including video games leading to violence.

—Argument from
Expert Opinion

Dr. Jones says that video
games lead to violence.

FIGURE 1.7 Video Games Example Drawn with Carneades

pro argument supporting the conclusion that video games do not lead to
violence. The one at the bottom is a con argument attacking the conclusion
that video games do not lead to violence. Both arguments fit the scheme for
argument from expert opinion, and this information is shown in Figure 1.7,
wherein each of the nodes has the name of the scheme attached to it. The
scheme for argument from expert opinion is displayed in the node with the
plus sign in it, representing a pro argument where the premises support the
conclusion. There is another argument displayed in Figure 1.7 as well, an
argument that is against the conclusion that video games do not lead to vio-
lence. It is also shown as an argument from expert opinion, but the minus
sign in the node indicates that it is a contra argument.

The argument diagram in Figure 1.7 shows in general outline how
arguments are mapped using the Carneades Argumentation System. The
ultimate conclusion of the argument appears in the text box at the left of
the diagram, and each argument is represented by a node that contains a
plus or minus inside the node. The plus represents a pro argument and
the minus represents a con argument. Each premise is represented by a
proposition in a text box. An argument can have a single premise or mul-
tiple premises. When an argument is drawn with multiple premises lead-
ing to its node, it means that all the premises go together to support the
conclusion. This type of argument is called a linked argument in informal
logic. When two or more premises each independently support the con-
clusion, that structure is called a convergent argument in informal logic.
In the Carneades Argumentation System, this type of argument is drawn as
two or more separate arguments. In other words, it will have two or three
nodes, depending on the number of independent premises supporting the
conclusion. Information about the argumentation scheme for a particular
argument is represented in the node of that argument.

Some differences between the Araucaria and Carneades styles of visualiz-
ing an argument can be summed up as follows. In an Araucaria diagram the
ultimate conclusion is shown at the top, whereas in a Carneades diagram, the
ultimate conclusion is shown at the left. The pro argument is represented
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Taking ACTOS is a means to realize
the goal of lowering your blood sugar.

You should
take ACTOS.

+Practical
Reasoning

You have the goal of
lowering your blood sugar.

If I lower my blood sugar by

There are negative consequences of my taking C . .
ACTOS that should be taken into account. ;aﬁg‘kgé??laor?;g ecfc?:g:;s:

ACTOS has been shown to lower blood pressure without /GD/'

increasing the risk of having a heart attack or stroke.

FIGURE 1.8 Carneades Version of the Argument Diagram for the Actos Example

by a plus sign in the node. The con argument is represented by a minus sign
in the node. In addition to representing the premise-conclusion structure
of an argument and the argumentation schemes joining a set of premises
to a conclusion, Carneades can also be used to evaluate a pair of compet-
ing pro and con arguments such as those shown in Figure 1.5 to determine
which of the pair can be evaluated as the argument to be accepted, based
on standards of proof.

To see some other ways in which Carneades and Araucaria represent
argumentation differently, let’s turn back to the Actos example visualized
using Araucaria in Figure 1.4 and using ArguMed in Figure 1.5. Turning to
Figure 1.8, we see that the negative consequences critical question match-
ing scheme for practical reasoning is represented by using a contra argu-
ment drawn by an arrow leading to the node containing the argumentation
scheme for practical reasoning. In other words, Carneades structures the
argumentation in this example by using entanglement, in contrast to the
way Araucaria visualizes it in Figure 1.4.

We should also note that, the way the argument is visualized in Figure
1.8, there are negative consequences of my taking ACTOS that should be
taken into account is backed up by supporting evidence, that if I lower
my blood sugar by taking ACTOS, there might be a risk of heart attack
or stroke. This statement is in turn backed up with further evidence by
the statement at the bottom of Figure 1.8 stating that ACTOS has been
shown to lower blood pressure without increasing the risk of heart attack
or stroke. The contrast with how Araucaria diagrams the same argument
raises some serious questions about how to analyze the notions of critical
question, rebuttal and refutation using argument mapping tools. The state-
ment that there are negative consequences of my taking ACTOS should be
taken into account as raising the critical question, namely, the side effects
question corresponding to the scheme for practical reasoning. So there are
questions here concerning the precise relationship between cases where a
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critical question is used to cast doubt on argument and cases where a coun-
terargument has been used to attack another argument, or even defeat it.
Answering these questions will be the subject matter of Chapter 2.

9. Conclusions

During the first half of this chapter, logical argumentation was presented
as a general theory with twelve leading characteristics that define it as a
theoretical approach. But in the second half of chapter the introduction
of argument tools such as argument mapping and argumentation schemes
brought the theory down to earth because these tools are used to identify,
analyze and evaluate real arguments in natural language texts of discourse.
Through some simple examples, it was shown how the tools link with the
theory to provide a system that has extensive capabilities for carrying out
tasks that are highly significant. The fact that these tools, and the theory
itself, have now been embedded in artificial intelligence models and soft-
ware tools that can help the user to carry out these tasks of argument identi-
fication, analysis and evaluation makes logical argumentation a much more
amenable area for study and academic research.

As illustrated in this chapter, one of the most useful developments in
the evolution of the study of argumentation was the advent of software
tools that aid an argument analyst to carry out the task of argument map-
ping (Reed, Walton and Macagno, 2007). Indeed, there are many more
resources now becoming available for the study of argumentation through
recent research in artificial intelligence. Just a few of the many subjects cur-
rently being investigated in artificial intelligence include multi-agent nego-
tiation systems, argumentation-based models of evidential structures in legal
reasoning, decision support systems using argumentation, and models of
knowledge engineering. We also have automated argumentation systems
used in computer-assisted collaborative learning, and single-user systems
designed with the purpose of allowing a user to visualize, analyze and evalu-
ate an argument in a given text (Reed and Grasso, 2007). Carneades artifi-
cial intelligence argumentation systems are especially well adapted to the
needs of the logical argumentation theory.

Argumentation schemes in the Carneades model can be used as heuris-
tic search procedures that apply statements from a database to find argu-
ments pro or con the claim at issue. The arguments that turn up in the
resulting stream are alternative ways that can be used to prove the claim.
Requirements can be used to guide the search for arguments with accept-
able premises. Rhetoric is concerned with presentation of arguments, and
is a practical art directed toward helping develop the skill of persuading a
particular audience to come to accept a particular claim or take a partic-
ular course of action. There is a close connection between logical argu-
mentation and rhetoric, because generally audiences tend to be persuaded
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by arguments they think are reasonable. Therefore there is often a close
approximation between an argument that is rhetorically persuasive and
one that is reasonable from a point of view of logical argumentation. Also,
the invention of new arguments has traditionally been held to be an impor-
tant task for rhetoric. Logical argumentation can help the work of rhetor-
ical scholars and practitioners by providing automated tools for argument
construction.

An important aspect of logical argumentation was its use of a dialogue
model so that argumentation is seen as a procedural sequence with a start
point and an end point. During the argumentation stage of a dialogue, each
side puts forward arguments that can be used to prove its central claim.
They can do this by constructing chains of arguments designed to move
forward through the argumentation stage to prove or disprove the central
claim at issue. Each side makes attempts to prove its claim by taking the
facts of the case as premises, along with other statements that are accept-
able to the audience, and uses argumentation schemes to build a chain of
argumentation that will go from these acceptable premises to the ultimate
claim at issue. A successful chain of argumentation goes from the accepted
premises as start points to the ultimate conclusion as the end point.

Logical argumentation is universal because the argumentation schemes
and formal dialectical structures can be specified in an abstract and gen-
eral way. Logical argumentation is also computationally implementable.
However, to the extent that the model is applied to natural discourse, indi-
vidual applications of it to different languages and fields are not universal.
It is not known yet whether logical argumentation is able to capture all
potential debates and arguments. There is no way yet to prove or disprove
this claim. However, at its present development, it is widely applicable to
many kinds of arguments and many settings where arguments are used.

10. Problems Investigated Next

The previous nine sections in this chapter have nowintroduced and explained
some of the basic tools and concepts that can be applied to actual cases of
arguments in order to identify, analyze and evaluate them. Argumentation is
a field that anyone can engage in with a little training. The best way to learn
itis to try it out on real instances of arguments found in texts of discourse,
such as everyday conversational reasoning and legal reasoning. That is pre-
cisely what we will do in the next eight chapters. Each chapter picks out a
serious and interesting problem that is at the forefront of argumentation
studies and applies the tools explained in Chapter 1 to them.

There is a family of terms in argumentation that are closely related to
each other and that all refer to some way in which a given argument is
attacked, rebutted, refuted, undercut, critically questioned or objected
to, thereby defeating it or casting it into doubt. The notions of critically
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questioning an argument and refuting an argument are perhaps the most
fundamental concepts of logical argumentation. Proper understanding of
this family of terms is fundamental to argumentation theory and to build-
ing argumentation technologies in artificial intelligence. Chapter 2 refines,
clarifies and classifies them, using the Carneades Argumentation System. It
begins with a simple example that illustrates two main ways of refuting an
argument, and concludes with a seven-step procedure for seeking a refuta-
tion or objection.

Most arguments, when presented in a natural language text of discourse,
cannot be properly understood, analyzed or evaluated without taking into
account parts of the argument that were not explicitly stated in the text but
are needed to properly make sense of the argument. These missing parts
can be a premise, or some premises in the argument, or even the conclusion.
Arguments with missing parts have traditionally been called enthymemes
in the literature on logical argumentation at least since the Middle Ages,
even though, as Chapter 3 will show, this terminology may be based on a
misnomer. In Chapter 3, the traditional problem of enthymemes, the prob-
lem of finding the implicit premises and conclusions of an argument, is
reconfigured by developing a comprehensive method of argument analysis.
The comprehensive method employs the existing argumentation tools and
concepts introduced in Chapter 1, which will be refined as they are applied
in other parts of the book. These include argumentation schemes, argu-
ment mapping technology, common knowledge of the kind developed in
artificial intelligence, and the notion of an arguer’s set of commitments.
How the comprehensive method works is illustrated with the use of two
examples where missing parts of the argument are found and made explicit
in an analysis represented on an argument map. As part of the comprehen-
sive method, a set of requirements for identifying an argument in a text of
discourse is developed that takes both the reasoning core and the dialecti-
cal level of an argument into account.

Chapter 4 investigates theoretical and practical aspects of applying
argumentation schemes to real arguments and draws on details of how
schemes have been modeled in argumentation systems. Examples of argu-
ments are analyzed using the argumentation schemes for practical reason-
ing, the sunk costs argument, the slippery slope argument and arguments
from consequences. Each of these types of arguments has been classified
under the heading of informal fallacies in the logic textbooks, but it will
be shown how each of them represents a reasonable but defeasible type of
argument that holds generally but can fail in exceptional cases. Another
interesting topic studied in Chapter 4 is the technique called argument
mining, the systematic attempt to scan over the text of discourse and iden-
tify a specific type of argument occurring in it by using argumentation
schemes. Chapter 4 also touches on the question of whether argumenta-
tion schemes can be classified into clusters where one scheme is closely
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related to others. The problem of classifying argumentation schemes is
comparable to the biologists’ problem of classifying plants or animals into
species and subspecies.

One of the most encouraging developments in argumentation studies
is the growing body of work that applies argumentation methods to legal
reasoning. Argumentation theorists can find many good examples here to
test out their theories. In Chapter 5, a famous case about the ownership of a
valuable baseball that was hit into the stands is analyzed. Chapter 5 uses this
example and others to show how the most central kind of case-based legal
reasoning in our common law system is based on argumentation schemes
employed in logical argumentation. It is shown (1) that there are two
schemes for argument from analogy that seem to be competitors but are
not, (2) how one of them is based on a distinctive type of similarity premise,
(3) how to analyze the notion of similarity using story schemes illustrated
by some cases, (4) how arguments from precedent are based on arguments
from analogy, and in many instances arguments from classification, and
(5) that when similarity is defined by means of story schemes, we can get a
clearer idea of how it integrates with the use of argument from classifica-
tion and argument from precedent in case-based reasoning by using a dia-
logue structure.

Chapter 6 is also about legal argumentation. Understanding how to
model arguments that proceed from factual evidence about human actions
to a hypothesis about the motive or intention that led to the action is a cen-
tral problem not only for argumentation studies, but also for law and other
fields such as history. Chapter 6 uses tools from argumentation and artifi-
cial intelligence to build a system to analyze reasoning from a motive to an
action and reasoning from circumstantial evidence of actions to a motive.
The tools include argument mapping, argumentation schemes, inference
to the best explanation, and a hybrid method of combining argument and
explanation. Several examples of use of relevant motive evidence in law
are studied to illustrate how the system works. It is shown how adjudicating
cases where motive of evidence is relevant depends on a balance of argu-
mentation that can be tilted to one side or the other using plausible reason-
ing that combines arguments and explanations.

A new frontier for argumentation studies is the application of argumen-
tation methods to scientific reasoning. Especially important in this connec-
tion is the problem of how scientific evidence used to support a hypothesis
can be modeled using argumentation tools. In Chapter 7, the Carneades
Argumentation System is used to model an example of the progress of a sci-
entific inquiry starting from a discovery phase. During the discovery phase,
(1) data are collected and used to construct hypotheses, (2) the hypoth-
eses are tested by experiments and criticized, and (3) if one of them is
strongly enough supported by the evidence to the required proof standard,
itis tentatively accepted. That does not mean the statement asserted by the
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hypothesis is proved, however. For that to be done, the argumentation has
to shift to a subsequent phase. The inquiry phase has the goal of proving
the hypothesis to a suitable proof standard, disproving it, or proving that
it cannot be proved or disproved. Chapter 7 reconfigures this problem as
a dialectical one that requires a shift in the context of the argumentation
from a discovery phase to an inquiry phase where the evidence both for and
against hypothesis is marshaled.

The problem of analyzing informal fallacies, significant errors and sys-
tematic deceptions that represent classic cases where rational argumenta-
tion is going wrong provides a benchmark that can be used to test the worth
of any serious theory of argumentation. There is a growing literature in
argumentation studies on fallacies, but it is a central problem that so far
there has been no widely accepted theory that enables us to give a general
explanation of what a fallacy is. Chapter 8 puts forward a dialectical theory
that argues that at least some of the main traditional fallacies should be
considered as reasonable arguments when used as part of a properly con-
ducted dialogue. It is shown that argumentation schemes, formal dialogue
models and profiles of dialogue are useful tools for studying properties of
defeasible reasoning and fallacies. It is explained how defeasible reasoning
of the most common sort can deteriorate into fallacious argumentation in
some instances. Conditions are formulated that can be used as normative
tools to judge whether a given defeasible argument is fallacious or not. It is
shown that three leading violations of proper dialogue standards for defea-
sible reasoning necessary to see how fallacies work are (1) improper failure
to retract a commitment, (2) failure of openness to defeat, and (38) illicit
reversal of burden of proof.

The straw man fallacy occurs where a critic misrepresents somebody’s
argument and then uses this misrepresented version (the so-called straw
man) to refute the argument. Thus the straw man argument is a particular
type of refutation of the kind studied in Chapter 2, except that the refuta-
tion is used in a fallacious way. Chapter 9 presents an analysis of the straw
man fallacy defined as a misattribution of commitment in a Hamblin-style
formal dialogue structure. The project undertaken in the chapter is to
specify requirements for a commitment query device that can assist in
making a fair ruling on straw man allegations. Three abstract models of
commitment query inference engines are presented as objective methods
of determining the content of an arguer’s commitment store. This prob-
lem is vitally important to argumentation theory because it provides a test
bed for helping us to extend and refine the notion of an arguer’s commit-
ment in dialogue.

Of all the problems studied in the book, except for the problem of apply-
ing schemes to real arguments, studied in Chapter 4, the problem posed
by analyzing the straw man fallacy is the one where we are the farthest away
from having a solution. As shown in the chapter, there already exist search
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engines in computer science that can partially solve the problem, but until
software systems are extended to include defeasible argumentation schemes,
there will be no adequate solution to the problem. It is argued neverthe-
less in Chapter 9 that the models we have so far are developed to a state of
refinement where they can be used as guidelines to assist in dealing with
problematic cases in which the straw man fallacy has allegedly been commit-
ted. There are currently implemented computational argumentation sys-
tems that use defeasible argumentation schemes, for example, Carneades,
and so the problem set by the investigations of Chapter 8 is to apply these
systems to the work done so far on the straw man fallacy. Hence the straw
man fallacy investigated in Chapter 9 is an important avenue for future
research on applying argumentation methods to significant problems in
the field.
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Argument Attack, Rebuttal, Refutation and Defeat

The aim of this chapter is to clarify a group of related terms, including
‘argument attack’, ‘rebuttal’, ‘refutation’, ‘challenge’, ‘critical question’,
‘defeater’, ‘undercutting defeater’, ‘rebutting defeater’, ‘exception’ and
‘objection’, which are commonly used in the literature on argumentation.
The term ‘rebuttal’ is often associated with the work of Toulmin (1958),
while the terms ‘undercutting defeater’ and ‘rebutting defeater’” are associ-
ated with the work of Pollock (1995) and are commonly used in the artifi-
cial intelligence literature. The notions of argument attack and argument
defeat are associated with a formal model of argumentation that is promi-
nent in artificial intelligence called the abstract argumentation framework.
As shown in the chapter, these terms are, at their present state of usage, not
precise or consistent enough for us to helpfully differentiate their mean-
ings in framing useful advice on how to attack and refute arguments. An
additional difficulty is that argument diagramming tools are of limited use
if they cannot represent the critical questions matching an argumentation
scheme. A way of overcoming both difficulties is presented in this chapter
is by using the Carneades Argumentation System.

Itis awidely accepted idea in recent models of argumentation in artificial
intelligence that there are three ways of attacking an argument: (1) premise
attack, (2) mounting another argument to attack the conclusion of the pre-
vious one that is the target of the attack, and (3) undercutting the previous
argument, not by attacking its premises or its conclusion but by attacking
the argument itself. Many of the critical questions matching argumentation
schemes appear to represent this undercutter type of attack, which would
make them fall into category 3, but in some instances asking a critical ques-
tion, in order to refute the given argument, needs to be backed up by evi-
dence. In these kinds of cases it seems natural to think that the asking of a
critical question represents an attack that falls into category 2. However, as
shown in Chapter 1, there are fundamental differences in the formal models
of argumentation used in computing, as well in the argument visualization

27
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systems that they use, when it comes to representing these ways of attacking
an argument. This poses some fundamental problems if the computational
tools, including the argument diagramming tools developed in artificial
intelligence, are to be used in conjunction with methods of analyzing and
evaluating arguments by practitioners of informal logic. It is these problems
that are taken up in Chapter 2.

Section 1 introduces some of the commonly accepted terminology.
Section 2 presents a simple explanation of the basic idea of abstractargumen-
tation frameworks purporting to formally model the notions of argument
attack and defeat. Section 3 provides a brief explanation of the traditional
philosophical notion of refutation exemplified by the Socratic-style refuta-
tion dialogue called the elenchus. Section 4 provides an extension of the
example briefly introduced in Chapter 1 about whether video games lead
to violence to illustrate the problems confronted in Chapter 2. This exam-
ple introduces an important distinction between an internal refutation and
an external refutation. This distinction, and the running example of its use,
provides the departure point for the rest of the chapter. Sections 5-7 show
how Carneades made it possible to represent critical questions matching
an argumentation scheme by distinguishing three kinds of premises in a
scheme, called ordinary premises, assumptions and exceptions. First, it is
shown how Carneades did this using only the simpler type of argument dia-
gram that does not have entanglement. Nextis shown how Carneades moved
to an improved solution to the problem by using entanglement to model
exceptions by adopting the notion of a Pollock-style undercutter. Section 8
shows briefly how Carneades has the capacity for modeling another kind of
objection to an argument, namely, the objection that the argument is irrel-
evant. Section 9 states the conclusions of the chapter. Section 10 provides a
classification system to bring some order to the notions of argument attack,
critical questioning, undercutting, rebuttal, internal refutation, external
refutation and argument defeat.

1. Questions about Attack, Rebuttal, Objection and Refutation

One finds it to be a widely held commonplace in writings on logic and arti-
ficial intelligence that there are three ways to attack an argument (Prakken,
2010, 169). One is to argue that a premise is false or insufficiently supported.
Let’s call this the premise attack. Another is to argue that the conclusion
doesn’t follow from the set of premises that were presented as supporting
it. This could be called an undercutting attack, as we will see below. The
third is to argue that the conclusion is shown to be false by bringing forward
a counterargument opposed to the original argument. What the attacker
needs to do in such a case is to put forward a second argument that is
stronger than the original argument and that provides evidence for reject-
ing the conclusion of the original argument. Such an attack is sufficient to
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defeat the original argument, unless its proponent can give further reasons
to support it.

The undercutting type of attack does not apply to deductively valid argu-
ments. If an argument fits the form of a deductively valid argument, it is
impossible for the premises to be true and the conclusion false. Deductive
reasoning is monotonic, meaning that a deductive argument always remains
valid even if new premises are added. However, there is a method of attack
on defeasible arguments that is highly familiar in the recent research on
nonmonotonic logics for defeasible reasoning. It is to argue that there is
an exception to the rule and that the given case falls under the category of
this type of exception. This way of attacking an argument is very familiar
in recent studies of defeasible reasoning, like the classic Tweety inference:
birds fly; Tweety is a bird; therefore Tweety flies. This inference is based
on the defeasible generalization that birds normally fly, or it could also be
analyzed as being based on a conditional rule to the effect that if something
is a bird it flies. Such a conditional is open to exceptions, meaning that it
may default in some cases. The argument can be attacked by pointing out
the exception to the rule.

To attack an argument in the third way, it may be enough to simply ques-
tion whether its conclusion is true, but if a given argument that is being
attacked has a certain degree of strength, merely questioning its conclu-
sion may not be sufficient. What the attacker needs to do in such a case is
to put forward a second argument that is stronger than the original argu-
ment and that provides evidence for rejecting the conclusion of the origi-
nal argument. Such an attack is sufficient to defeat the original argument,
unless its proponent can give further reasons to support it (Dung, 1995).
Still another way to attack an argument is to ask a critical question that casts
the argument into doubt and that may defeat the argument unless its pro-
ponent can make some suitable reply to the question. The form of attack
will be taken up in Section 4.

Even though the given argument may stand, having repelled all attacks
of the first three kinds, it may still be defeated on other grounds. One of
these is that the argument is irrelevant, even though it may be valid. What
is presupposed by this fourth kind of attack is that the given argument is
supposed to be used to resolve some unsettled issue in a discussion that is
being carried on in the given case. To attack an argument in the fourth way,
matters of how the argument was used for some purpose in a context of
dialogue need to be taken into account. If an argument has no probative
value as evidence to prove or disprove the ultimate probandum in this partic-
ular discussion, it may be dismissed as irrelevant. Discussions of argument
attack and refutation in the literature tend to acknowledge the first three
ways of attacking an argument but to overlook the fourth way. The reason
could be that this fourth way is more contextual than the first three ways
in that it more directly relates to the context of dialogue surrounding the
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given argument. It could be classified as a procedural objection rather than
as an attack.

Still another way to attack an argument is to claim that it commits the
fallacy of begging the question. A circular argument, like ‘Snow is white
therefore snow is white’, may be deductively valid but still be open to attack
on the grounds that it fails to prove its conclusion. The failure here relates
to the requirement that the premises of an argument that is being used to
prove a conclusion should carry more weight than the conclusion itself.
Thus if one of the premises depends on the conclusion, and cannot be
proved independently of the conclusion, it is useless to increase the pro-
bative weight of the conclusion. Such an argument may be valid, but it is
open to the criticism that it is useless to prove the conclusion it is supposed
to be proving.

Although there may be four basic ways to attack an argument, asking a
critical question is a way of making an objection to an argument that may
or may not be seen as an attack on the argument. The notion of making
an objection to an argument seems to be much broader than the notion
of attacking an argument, for making an objection can be procedural in
nature. We also need to be careful to note that there can be ways of making
an objection to an argument that do not fall into any of these five categories
of attack on an argument (Krabbe, 2007). Thus, the task of defining the
notion of an objection precisely, and the task of classifying the various types
of objections that can be made to an argument, remain open questions for
future work. Still, in this section we have made some progress toward this
investigation by carefully describing four basic ways to attack an argument
and by adding that asking a critical question may also often be seen as a
way of attacking an argument by raising critical doubts about it. Argument
attacks surely represent some of the central ways of raising an objection
about an argument.

Perhaps the best known use of the term ‘rebuttal” in argumentation theory
is Toulmin’s use of it in his argument model, containing the elements datum,
qualifier, claim, warrant, backing and rebuttal. In the model (Toulmin, 1958,
101), the datum is supported by a warrant that leads to a claim that is qual-
ified by conditions of exception or rebuttal. For example (99), the claim
that a man is a British subject might be supported by the datum that he was
born in Bermuda, based on the warrant that a man born in Bermuda will be
a British subject. The warrant appears to be similar to what is often called a
generalization in logic. This example of an argument is defeasible, because
the generalization is subject to exceptions, and hence the argument is sub-
ject to defeat if the information comes in showing that the particular case
atissue is one where an exception holds. For example, although a man may
have been born in Bermuda, he may have changed his nationality since birth
(101). Toulmin uses the word ‘rebuttal’, but other words such as ‘refutation’
or ‘defeater’ might also be used to apply to such a case.
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The meaning term of the term ‘warrant’ in Toulmin’s argument layout
has long been the subject of much controversy (Hitchcock and Verheij,
2006). A Toulmin warrant is in typical instances a general statement that
acts as an inference license, in contrast to the datum and claim that tend
to be specific statements. In logical terms, it could be described as a prop-
ositional function or open sentence of this form: if a person x was born in
Bermuda, then generally that person xis a British subject.

A rebuttal, judging by Toulmin’s Bermuda example, is an exception to
arule (warrant, in Toulmin’s terms). However, according to Verheij (2009,
20), rebuttal is an ambiguous concept in Toulmin’s treatment, and five
meanings of the term need to be distinguished. First, rebuttals are asso-
ciated with “circumstances in which the general authority of the warrant
would have to be set aside” (Toulmin, 1958, 101). Second, rebuttals are
“exceptional circumstances which might be capable of defeating or rebut-
ting the warranted conclusion” (Toulmin, 1958, 101). Third, rebuttals are
associated with the nonapplicability of a warrant (Toulmin, 1958, 102). But
a warrant could also be an argument against the datum, a different sort of
rebuttal from an argument against the warrant or the claim. In traditional
logical terms, this would be an argument claiming that a premise of the
inference being rebutted does not hold. Verheij also distinguishes between
the warrant that acts as an evidential support of the conditional and the
conditional that is one premise in the inference. On his analysis a rebuttal
can attack the conditional or it can attack the warrant that supports the
conditional as evidence.

Describing rebuttal as citing an exception to a rule of inference on which
an argument was based sounds similar to what is called undercutting in the
literature on defeasibility (Pollock, 1995). Pollock’s distinction between
two kinds of counterarguments called rebutting defeaters and undercut-
ting defeaters (often referred to as rebutters vs. undercutters) is drawn as
follows. A rebutting defeater gives a reason for denying a claim by arguing
that the claim is a false previously held belief (Pollock, 1995, 40). An under-
cutting defeater attacks the inferential link between the claim and the rea-
son supporting it by weakening or removing the reason that supported the
claim. The way Pollock uses these terms, a rebutter gives a reason to show
the conclusion is false, whereas an undercutter merely raises doubt as to
whether the inference supporting the conclusion holds. It does not show
that the conclusion is false. The classic example is the Tweety argument. If
new information comes in telling us that Tweety is a penguin, the original
Tweety argument is undercut. Generally speaking, the argument still holds.
Generally birds fly, and, hence, given that Tweety is a bird, it follows that
Tweety flies. But in this particular case, we have found out that Tweety is a
penguin. Hence in this particular case, since we know that Tweety is type of
bird that does not fly, we can no longer use the former inference to draw
the conclusion that Tweety flies.
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Pollock has another example (1995, 41) that illustrates a defeasible
argument that could be called argument from perception.

For instance, suppose xlooks red to me, but I know that xis illuminated by red lights
and red lights can make objects look red when they are not. Knowing this defeats
the prima facie reason, but it is not a reason for thinking that x is not red. After all,
red objects look red in red light too. This is an undercutting defeater. (Emphasis in
original)

To show how the red light example has the defining characteristics of a
species of rebuttal, we can analyze it as an initial (given) argument and a
counterargument posed against it. The original argument says: when an
object looks red, then (normally, but subject to exceptions) it is red, and
this object looks red to me, therefore this object is red. The rebuttal of the
original acts as a counterargument that attacks the original argument: this
object is illuminated by a red light, and when an object is illuminated by
a red light, this can make it look red even though it is not, therefore the
original argument (the prima facie reason for concluding that this object
is red expressed by the original argument) no longer holds. According to
Pollock (1995, 41) the counterargument should be classified as an under-
cutter rather than a rebutter because red objects look red in red light too.
Even given the attacking argument, the object may be red, for all we know.
Thus in Pollock’s terms it would not be right to say that the attacking argu-
ment is a rebutting defeater that shows that the conclusion of the original
argument is false. What it shows is that because of the new information
about the red light, the counterargument, built on this new information,
casts doubt on the conclusion of the original argument. As an undercutter
it acts like a critical question that casts an argument into doubt.

Pollock’s distinction between rebutters and undercutters is clearly fun-
damental to any understanding of defeasible reasoning, but from a practi-
cal point of view, it leaves a number of questions open. Is an undercutter a
particular instance that makes a defeasible generalization fail in a specific
case? Or is an undercutter a special type of counterargument that attacks
a prior defeasible argument and acts as a rebuttal to it? Is there a special
characteristic of the logical structure of defeasible arguments that leaves
them open to an undercutter type of attack, and if so how can we identify
this characteristic so that we can learn when it is appropriate to make an
undercutter type of attack? These are all practical questions that might be
helpful in telling a participant in argumentation, or a critic of an argument,
how to attack that argument or critically question it by finding some sort of
standard rebuttal that applies to it.

There are also some terminological questions about how to classify the
terms ‘attack’, ‘rebuttal’ and ‘refutation’. Pollock’s terminology can be
somewhat confusing when we try to apply it to giving practical advice on
how to attack, rebut, critically question or refute a given argument, because
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undercutting does not sound all that different from rebutting. If I find an
exception to a rule that defeats the defeasible argument, as in the red light
example, surely it is reasonable to say that I have attacked or even rebutted
the original argument. How is rebuttal different from refutation, a term
often used in logic textbooks and writings on logic over the centuries?
Currently, the terms ‘attack’ and ‘defeat’ are being widely used in writings
on argumentation in artificial intelligence and on how these terms fit into
the picture.

2. Abstract Argumentation Frameworks

There is a formal model of argumentation currently being widely applied in
artificial intelligence that is built around the idea of analyzing and evaluat-
ing argumentation on the basis of how one argument attacks another. This
influential way of formally modeling argumentation is called an abstract
argumentation framework (Dung, 1995). It seems like a natural model,
because argumentation by its very nature evaluates arguments by looking
at both sides of an issue and weighs the pro arguments against the contra
arguments, the stronger arguments defeating the weaker ones. Looking at
argumentation in this way, the process is one of judging argument to be
strong or weak on the basis of how strong the counterarguments are that go
against it, to see whether the original argument can stand up to these coun-
terarguments or not. It does not try to define the notion of one argument
attacking another, but again takes this relation as primitive. An abstract
argumentation framework (AF) is defined as a pair (Args, Def), where Args
is a set of arguments and Def C Args x Argsis a binary relation of defeat. The
model does not reveal anything about the internal construction or parts of
an argument (its premises and conclusion, or the nature of the inferential
link from the premises to the conclusion). The other primitive notion is
that of argument defeat.

Argumentation is evaluated by forming a sequence in which a second
argument attacks the first one, and then a third argument attacks the second
one, and so forth. This process is repeated until it runs out of arguments.
An argument is acceptable if it is not defeated by any other argument. An
argument is not acceptable as soon as it is defeated by any other argument.
Frequently, the language of ‘in” and ‘out’ is used to describe this process of
argument evaluation. An argument is said to be ¢n if all its defeaters are out.
An argument is said to be out if it has even one defeater thatis in. The easi-
est analogy to understand how this process works is that of a close-range
gunfight like the legendary Gunfight at the O.K. Corral. A participant is
still in if he is not shot by any of the other participants. A participant is
out if he is shot by even one of the other participants. In other words, the
assumption is that every shot is fatal, or at least deadly enough to knock the
participant out of the gunfight.
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FIGURE 2.2 Second Step of the Argumentation Sequence

Let’s start with a simple example of a Dung-style argument diagram to
illustrate how a sequence of argumentation would be evaluated. As shown
in Figure 2.1, there is an argument structure containing six arguments
labeled al through a6. A node with no shading inside it is neither in nor
out. A node with light shading represents an argument that is in. A node
containing darker shading represents an argument that is out.

In the example shown in Figure 2.1, argument a2 is in, while argument
ab is out. So what happens next? Since a3 is attacked by an argument that is
in, namely, a2, a3 is out. This is shown in Figure 2.2, where a3 is contained
in a darkened node.

But now, since a3 is out, and since we already knew that a5 is out, we
know that a4 is not attacked by any argument that is in. Therefore a4 has to
be in, so a4 is shown in a node with lighter shading in Figure 2.3.

Now what happens? Since a6 is attacked only by ab, and since ab is out,
ab is not attacked by any argument that is in. Therefore a6 is in. This result
is shown in Figure 2.4.
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FIGURE 2.4 Fourth Step of the Argumentation Sequence

Now that we know this much about the other arguments, we can reach
a final conclusion about argument al. Since al is attacked only by a6, and
since ab is in, al is out. This final outcome once all the arguments have
been taken into account is shown in Figure 2.5.

There is more to abstract argumentation frameworks, but this simple
example can illustrate basically how the system works.

The question to be raised is whether abstract argumentation frameworks
can provide a method for analyzing and evaluating argumentation. There
seem to be many who think it can, but there are also reasons to think that
it may be limited in its capability to provide such a method. Many commen-
tators would be likely to reply that surely evaluating an argument cannot
be exclusively carried out by just checking to see whether all the known
counterarguments to it have been refuted. Surely, an argument evaluator
also needs to see whether there is some positive support for the argument.
For according to the central methodology of argumentation one needs to
weigh the counterarguments against the pro arguments that offer positive
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FIGURE 2.5 Fifth Step of the Argumentation Sequence

support for a claim to see if the claim is adequately supported by weighing
the pro against the contra. In other words, the formal abstract argumen-
tation model, if it is expected to provide the exclusive basis for a method
of analysis and evaluation of argumentation, seems to emphasize the neg-
ative aspect too much by concentrating exclusively on argument attacks as
opposed to also taking into account the positive evidence that supports a
particular argument. To propose that an argument can be judged to be jus-
tified and therefore accepted if and only if it survives conflict with all the
known counterarguments seems too weak and negative as a general proce-
dure for evaluating arguments. Just because an argument survives conflict
with all counterarguments would not seem to imply that it should be eval-
uated as a good or strong argument, meaning that it is an argument that is
acceptable. It must also have positive support from other arguments.

In general, it seems reasonable to hold that any analysis of argumenta-
tion, or formal model of argumentation, must take into account both the
pro and contra arguments with respect to a given thesis that is at issue. In
the abstract argumentation model, the nodes represent whole arguments,
and there needs to be a transition from this model to a more complex
model with an additional structure to combine pro and contra arguments.
This larger formal model of argumentation structure needs to take posi-
tive supporting arguments into account as well as the attacking arguments
directed against the claim at issue.

As a formal framework of argumentation, the abstract argumentation
formalism does, however, have a discernible dialogue structure that rep-
resents argumentation of a particular kind. In this type of dialogue there
are two participants, a proponent and an opponent, who take turns engag-
ing in argumentation with each other. The proponent starts the procedure
by putting forward a particular argument. The opponent moves next by
attacking the proponent’s argument with the counterargument. The pro-
ponent moves next by attacking the opponent’s argument using another
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counterargument. And the dialogue proceeds in precisely this fashion
by move and countermove. It is a restrictive form of dialogue in that no
other moves, for example, speech acts in the form of asking a question, are
allowed, and no deviations from the turn-taking procedure of attack and
counterattack are permitted. The procedure continues until one party or
the other cannot make a further move. The sequence of argumentation
is evaluated with the decision made by an external referee that some of
the arguments in the sequence are accepted (in), while other ones are not
accepted (out). Once this determination has been made by the referee, the
sequence of argumentation can be made using the abstract argumentation
model, as illustrated by the example. By applying this procedure it can be
determined whether the very first argument put forward by the proponent
(at move 1) is in or out. If it is in, the proponent has won. If it is out, or if it
is neither in nor out, the respondent has won.

3. Socratic Refutation Dialogues

There are known instances of this type of dialogue that have been studied,
and indeed the study of argumentation fitting this format has a long history
stemming from studies on argumentation in ancient Greek philosophy and
logic. One example can be given here. As a simple example to illustrate
how a formal dialectical structure in the form of the game can be used
to illustrate argumentation in a dialogue setting, Hamblin (1971) chose a
medieval dialectical game. Argumentative dialogue games of this sort were
studied in the Middle Ages, deriving from the Socratic dialogues of Plato
and the writings on dialectic by Aristotle. The example chosen and formal-
ized by Hamblin (1971, 260-264) is called the Obligation game. The dia-
lectical structure of the procedure is formulated by Hamblin in a technical
manner, but the essence of it can be described quite simply in outline as a
game. The game is played by two participants, called the opponent and the
respondent. The opponent speaks first and puts forward a particular prop-
osition that is posited. The respondent moves next and has only two choices
of moves. He can repeat the preceding location of the opponent, or he can
state its negation. In other words, he can agree with it or disagree with it.
The respondent has a commitment store consisting of the original prop-
osition that was posited, and all his answers to date. The opponent wins
if he can find an inconsistency in the commitment set of the respondent.
The respondent wins if he has survived some given number of moves that
is stipulated in advance without committing himself to an inconsistency.
This game illustrates a typical Hamblin structure of dialogue, in that there
are two parties who take turns making moves in the form of locutions, or
speech acts as we would now call them, and propositions are inserted into
the commitment sets of the parties as each move is made, according to
the commitment rules of the game. Hamblin’s treatment of the game also
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illustrates a typical feature of writings on logic at the time, namely, its use of
deductive logic to model the inferential structure of how propositions are
derived from other propositions in the game.

Itis clear that the Obligation game was meant to model, at least in a sim-
ple format, the pattern of argumentation called the elenchos or elenchus,
a sequence of moves of the kind often found in the Platonic dialogues in
which Socrates examines an opinion put forward by another party. Socrates’
technique is to ask his respondent to answer a sequence of questions requir-
ing the respondent to make a choice to commit himself to a series of propo-
sitions, and to show by logical reasoning that the set of propositions the
respondent has committed himself to contains an inconsistency or some
other sort of absurdity. The aim of the procedure is not to make the respon-
dent look ridiculous, but to show that his original opinion is not tenable. A
deeper aim of the procedure is to explore some controversial issue by prob-
ing into the arguments for and against a controversial proposition in order
to deepen our philosophical understanding of the issue.

According to Robinson (1953, 7), the term elenchus has both a wider
and narrower meaning. In the wider sense, it means “examining a person
with regard to a statement he has made, by putting to him questions calling
for further statements, in the hope that they will determine the meaning
and truth-value of his first statement”. However, since falsehood is the truth
value most often expected, the elenchus has a narrower meaning, referring
to a kind of refutation. It can take the form of a cross-examination in a
legal setting, but in a trial the argumentation is directed toward a judge or
jury. In a Socratic dialogue the elenchus is directed specially to one person
whose individual opinion is being examined. It is this latter special sense
that fits the technique so often used by Socrates in the Platonic dialogues,
where he traps the respondent into a contradiction by asking a series of
questions that leads him into admitting something that is the opposite of
his original opinion on some controversial issue.

On Robinson’s account of it, this Socratic sequence of questioning and
answering proceeds through five phases.

1. First, Socrates asks his respondent some general question, very often
in the field of ethics. This question is a source of doubt and difficulty,
as it represents a controversy on which there are strong opinions on
both sides.

2. Second, the respondent answers the question, by taking one side on the
issue in a manner that clearly indicates that he is advocating his opinion
of something in which he believes and sincerely accepts as true.

3. The third phase is that Socrates puts a series of secondary questions
to the respondent. These secondary questions are different from the
primary question in that the answers seem obvious to the respon-
dent, and usually the answer that is called for is yes. These secondary
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questions are typically what might be called leading questions, in
that offering anything other than the intended answer seems odd
and might be hard to defend. As Robinson (1953, 7) describes them,
these questions are not requests for information but can be better
described as “demands for an assent that cannot very well be with-
held”. In a typical instance of the Socratic elenchus, these secondary
questions fall into groups, and it is unclear how they relate to the
primary question. During this sequence of questioning it tends to be
unclear to the respondent and to the readers of the dialogue where
the line of argumentation is going.

4. The fourth phase is the end point of the sequence of questioning
where Socrates puts all the respondent’s concessions together and
shows that it leads by a chain of logical reasoning to his answer to the
primary question. At the end of this fourth phase, then, it has become
apparent that the respondent has contradicted himself. Robinson
puts it this way: “Propositions to which the answerer feels he must
agree have entailed the falsehood of his original assertion”.

5. The fifth phase is the aftermath. The respondent is bewildered by this
unexpected outcome, and it makes him feel upset, even ashamed,
that he has done something so embarrassing as to contradict himself
on an issue about which he felt so strongly convinced of the truth of
his opinion at the beginning (Meno, 80ab).

This outcome seems negative, but Socrates justifies it by his theory that the
only way to attain knowledge about something is to first of all start with the
awareness that you are ignorant about it. The distinctive aspect of Socrates’
philosophy is that he does not claim to have knowledge, and only claims
to be wiser than other people who have not reflected about philosophi-
cal issues on the ground that he at least knows that he does not know. In
an interesting way, this philosophy reflects earlier skeptical views of Greek
philosophers who claimed that we as humans do not have knowledge of
the truth that is not potentially subject to error or distortion. In order to
achieve this end of getting to knowledge by convincing of ignorance, the
elenchus has to be a “very personal affair” (Robinson, 1953, 15), in which
the respondent is convinced of the logical validity of the chain of reasoning
once the procedure has reached its end point.

Hamblin’s formalization of the Obligation game is fundamentally
interesting, from the point of view of the formalization of argumentation
structures, because it illustrates his basic idea that the best way to study
arguments is to frame them in a dialogue setting in which several par-
ties — in the simplest instance, two — take turns making moves governed
by rules that determine which propositions each party may rightly be said
to be committed to in virtue of these rules and moves previously made.
Caminada (2008) has provided a formalization of Socratic elenchus using
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TABLE 2.1 Sequence of Dialogue Moves in an Elenchus

Sequence from Start to Socrates Respondent
End
Primary Question Asks question on some Gives answer A on his
issue opinion
Secondary Questions Begin Asks first leading question  Gives suggested answer
Asks second leading Gives suggested answer
question
Asks last question in this Gives suggested answer
group
Second Group of Asks first question in next  Gives suggested answer
Questions group
Asks more questions Gives suggested answer
Last Group of Questions First question of last group  Gives suggested answer
Last question of last group  Gives suggested answer
Endpoint of Questioning ~ Concessions all put Expresses agreement
together
Contradiction Revealed Primary answer leads to Respondent shocked
not-A
Aftermath Ignorance revealed Respondent now wiser

an abstract argumentation formal structure to represent the sequence of
moves in the dialogue. In this structure, the chain of argumentation starts
with a proposition put forward by one party in a dialogue and proceeds by
an absurdity being derived from it by the other party. A main difference
between this structure and the Hamblin structure of the Obligation game is
that in Caminada’s formalization, the propositions from the commitments
of the first party are defeasible consequences of them.

Some questions are raised, however, on how well either formalism repre-
sents the sequence of moves in a Socratic-style refutation dialogue. We can
see from Robinson’s analysis of the five stages of this questioning sequence
that any realistic example of Socratic dialogue of this sort groups the moves
together in a way different from either formal model. Table 2.1 gives us a
general outline of how this sequence of questioning and answering gener-
ally goes, on Robinson’s description of it, from the asking of the primary
question at the beginning to the end point where the contradiction is
revealed, and finally to the aftermath.

Once the primary question has been asked, then we go into the sequence
of secondary questions. These fall into groups, and can be ordered into
a first group, second group, and so forth. There can be any number of
groups of secondary questions. Once all of them have been asked we
reach the end point of questioning where Socrates puts all the concessions
together. At this stage Socrates has to explain to the respondent how all
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these concessions fit together and how they lead by logical reasoning to a
particular proposition that is the opposite of the respondent’s primary con-
cession. Once the respondent grasps the contradiction, the end point of
the elenchus as a sequence of logical reasoning from the beginning point
to the end point has been reached. The aftermath is only an add-on that
indicates the educational effect of the sequence that Socrates postulates
according to his theory of learning.

So here we have some tantalizing suggestions. The Socratic type of argu-
mentation does indeed represent some notion of refutation. But is it the
general notion of refutation that we want to use for purposes of argumenta-
tion studies generally? The Obligation game notion of refutation modeled
by Hamblin’s formal system does represent, to some extent at least, the
logical structure of a notion of refutation where one party refutes another
by deriving logical implications from the commitments agreed to by the
first party. But we can also ask how well this notion of refutation general-
izes to the notion of refutation we need for argumentation studies. Some
of the same remarks about applicability can be raised in regard to the use
of abstract argumentation models to represent the notion of argument
defeat. In the literature on abstract argumentation, the notions of ‘attack’
and ‘defeat’ are taken to represent the same primitive concept of defeat,
one argument attacking another in an abstract argumentation structure. So
while we seem a little further ahead of the quest to understand the notions
of argument rebuttal and refutation, we are still by no means in a good posi-
tion to draw clear distinctions among the family of concepts represented by
the terms ‘argument attack’, ‘rebuttal’, ‘refutation’ and ‘defeat’.

One idea, however, that has been fundamental to the notion of refuta-
tion both in Hamblin’s formal dialectical model of the Obligation game and
in the abstract argumentation of Socratic refutation provided by Caminada
is that an arguer’s argument is refuted by showing that it is inconsistent with
his set of prior commitments in a dialogue. However, this type of refutation
is different from showing that the arguer’s argument is defeated by external
evidence that shows that the argument is no longer tenable. These remarks
suggest that a distinction can be drawn between internal and external refu-
tation of an argument.

4. Internal and External Refutation

Goodwin (2010) presented a methodical procedure to her students on how
to refute an argument that contrasts two strategies. The first strategy is that
of focusing on the argument’s conclusion and arguing for the opposite.
She offered the following example. If one side argues that video games
lead to violence, the other side can argue that video games do not lead to
violence. This can be recognized as a strategy often called rebuttal or refu-
tation. It is the strategy when confronted with a target argument to present
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a new argument that has the opposite (negation) of the target argument
as its conclusion. Although conceding that this is an important and often
effective strategy, she suggests another one that may be even better. Instead
of just looking at the conclusion of the other argument, this second strategy
is to examine the reasons the other side is giving to support its argument
and to see if these reasons hold up under questioning. Among the ques-
tions she proposed as ways of attacking the other argument are (1) to ask
whether the other side is relying on a biased source, (2) to ask whether the
evidence the other side is citing is relevant, or (3) to ask whether the anal-
ogy put forward by the other side is really similar.

What is suggested by this advice is that there are basically two ways of
attacking an argument. One way, generally called refutation, is to present a
new argument that has as its conclusion the negation of the original argu-
ment. Below we will challenge this generally accepted meaning of the term
‘refutation’ on the grounds that it is too broad. The problem is that we
often have cases where a new argument has as its conclusion the negation
of an original argument, but the new argument might still be weaker than
the original argument. In such cases it is questionable whether the new
argument is a refutation of the original one. For the moment, however, we
accept the broad conventional meaning of the term ‘refutation’ as a point
of departure. The other way of attacking an argument, generally called ask-
ing critical questions or casting doubt on an argument, is to ask questions
that relate to the particular form of the original argument. For example,
if the original argument was based on a source, such as witness testimony
or expert testimony, one could ask the critical question of whether that
source is biased. Or if the original argument has the form of an argument
from analogy, one could ask the critical question of whether the two cases
at issue are really similar. Goodwin states that although attacking the other
side’s reasons by asking critical questions involves more strategy and paying
attention to what the other side says, it can often be more effective because
it attacks the opposed argument internally, nicely causing it to fall down.

This practical advice on how to refute an argument is generally very
interesting from the point of view of argumentation theory, because it sug-
gests there are two distinctive strategies — refutation and critical question-
ing, as each might be called — that need to be separated and that each
calls for a different approach. She has shown that each type of argument
strategy has a distinctively different structure from the other. This is an
important distinction for argumentation theory. Hamblin (1970, 162) dis-
tinguished between a weaker and a stronger sense of the term ‘refutation’.
The weaker he describes as “destruction of an opponent’s proof” and the
stronger as “construction of the proof of a contrary thesis”. It would be
nice to have some terminology to make this important distinction between
these two meanings of the term ‘refutation’. Let us call destruction of an
opponent’s proof internal refutation, because, as Goodwin has described
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it, this strategy is to examine the reasons the other side is giving to support
its argument and to see if these reasons hold up under questioning. It is
an internal attack on the argumentation offered by the other side. Let us
call the construction of the proof of a contrary thesis external refutation
because it goes outside the original argument to present a new argument
that has as its conclusion the negation of the original argument. Attacks can
be internal or external.

An example she gives to illustrate the technique of internal refutation
is quoted below (with some parts deleted). This was the example on which
Figure 1.2 was based. The other side takes the view that video games do not
lead to violence.

The other side said that Dr. Smith’s study clearly shows that video games do not lead
to violence. But Dr. Smith is biased. His research is entirely funded by the video
game industry. That’s what the 2001 investigation by the Parent’s Defense League
demonstrates. So you can see that the other side has no credible evidence linking
video games to violence.

In the example one can see the components of a refutation. First, there
are two parties that are presenting arguments on opposed sides of the dis-
puted issue. The issue is whether or not video games lead to violence. The
first side has argued that video games do not lead to violence, and has sup-
ported its claim by bringing forward the evidence that Dr. Smith’s study
shows that this claim is true. The opposed side then presents a counterargu-
ment, but this counterargument is not an external refutation, a new argu-
ment that supports the claim thatvideo games do lead to violence. Instead, it
attacks the original argument internally by making the claim that Dr. Smith
is biased, and supports it with the reason that his research is entirely funded
by the video game industry. So this is a counterargument, but not a refu-
tation in the sense defined above. It is something else. It corresponds to
the other technique of attacking an argument that Goodwin described as
attacking the reasons the other side is giving by asking critical questions.

We can even analyze this internal type of attacking strategy more deeply
by pointing out that the original argument took a particular form. It appears
to be an argument from expert opinion that cites a study by someone called
Dr. Smith that supposedly showed that video games do not lead to violence.
The field of expertise of Dr. Smith is not stated, but it appears we are meant
to assume that Dr. Smith is an expert in some field that includes the study
of whether video games lead to violence or not. If we can make this assump-
tion, the form of the original argument can then be identified as that of
argument from expert opinion. Given this assumption we can understand
a little more about the structure of the internal attack used against this
argument. The attack makes the claim that Dr. Smith is biased, and this
particular type of attack undercuts the argument by finding a weak point
in its structure that, once pointed out and supported by evidence, subjects
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the argument to doubt in such a way that it no longer holds up as a way of
supporting its conclusion that video games do not lead to violence.

Now a general problem is posed. Should asking a critical question be
viewed as an argument that undercuts the second? In other words is asking
this critical question a rebuttal of the original argument from expert opin-
ion, or merely an objection that raises doubt about whether the argument
from expert opinion originally put forward still holds? Questions are differ-
ent from statements, and while statements can be represented in text boxes
as premises and conclusions on the standard argument diagram, there is
no straightforward way to represent a question in this manner on an argu-
ment diagram. One way to do this will be now be investigated, where the
statement that Dr. Smith is biased is represented as an undercutter, a coun-
terargument that attacks the original argument by questioning whether the
inferential link from the premises to the conclusion genuinely holds in the
instance in question even though the argument fits a genuine argumenta-
tion scheme. One of the problems in the literature on argumentation in
artificial intelligence is how to model this type of argument by representing
its structure on an argument map.

5. Argumentation Schemes and Critical Questions

Pollock’s red light example can be fitted to an argumentation scheme that has
been called argument from appearance (Walton, 2006a). Although Pollock
did not employ the concept of an argumentation scheme with matching criti-
cal questions, the pattern of inference of the red light example can be called
argument from perception (Walton, Reed and Macagno, 2008, 345).

Premise 1: Person P has a ¢ image (an image of a perceptible
property).

Premise 2: To have a ¢p image (an image of a perceptible property) is a
prima facie reason to believe that the circumstances exemplify ¢p.

Conclusion: It is reasonable to believe that ¢ is the case.

Walton, Reed and Macagno (2008, 345) list this form of argument as an argu-
mentation scheme with the following critical question matching it: are the
circumstances such that having a ¢ image is not a reliable indicator of ¢?
Consider another example (Prakken, 2003): if something looks like an
affidavit, it is an affidavit: this object looks like an affidavit, therefore it is an
affidavit. This inference might fail if we are taking part in a television series
about a trial in which props are used. A document on a desk might look like
an affidavit, but after all, this is a TV series. It might not be an affidavit, but
merely a prop made to look like one. In the context, the original argument
fails to support the conclusion that the document in question is an affidavit.
But maybe it is a real affidavit. An easy way to get such a prop for the TV series
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would be to ask someone who has access to real affidavits to get one for use in
the TV series. This example has the same scheme as the red light example.

The scheme representing argument from expert opinion was described
in Chapter 1, along with its matching set of critical questions. An argu-
ment from expert opinion needs to be evaluated in a dialogue where an
opponent (respondent) can ask critical questions. This form of inference
is defeasible, provided we take it to be based on a defeasible generaliza-
tion to the effect that if an expert says A, and A is in the right field for the
expert, then A may plausibly be taken to be acceptable as true (subject to
exceptions). What kinds of exceptions need to be taken into account cor-
responding to critical questions matching a scheme? Here we review the six
basic critical questions matching this scheme.

CQ,: Expertise Question: How knowledgeable is I as an expert source?
CQy: Field Question: Is E an expert in the field Fthat A is in?

CQ;: Opinion Question: What did E assert that implies A?

CQy: Trustworthiness Question: Is E personally reliable as a source?

CQy: Consistency Question: Is A consistent with what other experts assert?

CQy: Lvidence Question: Is s assertion based on evidence?

CQ, refers to the expert’s level of mastery of the field F. CQ, refers to the
expert’s trustworthiness. For example, if the expert has a history of lying or
is known to have something to lose or gain by saying A is true or false, these
factors would suggest that the expert may not be personally reliable. The
assumption made in Walton (1997) is that if the respondent asks one of the six
critical questions, the initiative shifts back to the proponent’s side to respond
to the question appropriately. The asking of the critical question defeats the
argument temporarily until the critical question has been answered success-
fully. This approach is a first pass to solving the problem of how to evalu-
ate an argument from expert opinion. More specifically, it is designed to
offer students in courses on critical argumentation some direction on how
to react when confronted with an argument from expert opinion.

The study of attacks, rebuttals and refutations would be aided consider-
ably if some structure could be brought to bear that would enable us to
anticipate in a particular case what sort of attack an argument is susceptible
to. Here the critical questions matching a scheme can be very useful. For
example, if the argument is an appeal to expert opinion, we can see already
from examining the critical questions matching scheme for argument from
expert opinion that this argument will tend to be open to certain types of
attack. For example, it will be open to an attack on the grounds that the
expert is not a trustworthy source. One of the standard ways of arguing that
an expert is not a trustworthy source is to allege that the expert is biased
because he or she has something financially to gain by making the claim.
However, it has been shown that critical questions differ in their force. In
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some instances, merely asking a critical question makes the original argu-
ment default (be defeated), while in other instances, asking the critical
question does not make the argument default unless the question asker can
offer evidence to back up the question (Walton and Godden, 2005). There
are differences between the critical questions on how strongly or weakly
asking the question produces such a shift of initiative. Such observations
have led to two theories about requirements for initiative shifting when
critical questions matching the argument from expert opinion are asked
(Walton and Godden, 2005). According to one theory, in a case where the
respondent asks any one of these critical questions, the burden of proof
automatically shifts back to the proponent’s side to provide an answer, and
if he or she fails to do so, the argument defaults. On this theory, only if the
proponent provides an appropriate answer is the plausibility of the original
argument from expert opinion restored. According to the other theory,
asking a critical question should not be enough to make the original argu-
ment default. The question, if questioned, needs to be backed up with some
evidence before it can shift any burden that would defeat the argument.

6. Managing Critical Questions with Carneades

Part of the definition of a rebuttal is that it is an attack on an argument, and
a rebuttal itself would normally seem to be an argument. In order to define
the notion of a rebuttal, we also need to have some clear notion of what
an argument is. There is not much agreement in argumentation theory on
how to define an argument, however. To cope with this problem, it is best to
begin with a minimalist account of the structure of an argument. According
to this account, an argument is composed of three things: a set of premises,
a conclusion and an inference that leads from the premises to the conclu-
sion. The conclusion is generally taken to be a claim that has been made,
and the premises are propositions that are put forward in support of the
claim. Beyond this minimal account, it will prove to be useful to have a
formal model to represent the notion of an argument, preferably one that
would enable us to visualize the premises and conclusion of an argument in
a clear way to represent examples of attacks, rebuttals and refutations. For
example, if we could represent Goodwin’s example of an internal refuta-
tion, this capability could be extremely helpful. There are many such argu-
mentation visualization tools available at the present time, butitis especially
helpful to use one that provides not only a formal model of argumentation,
but also an argument visualization tool that fits the model.

Argumentation is modeled by Carneades in a tree structure where the
nodes are text boxes containing premises and conclusions of an argument
(Gordon, 2010). The premises are connected to the conclusion in the nor-
mal way in an argument with an arrow pointing to the conclusion. An argu-
ment that supports a conclusion is indicated by a circle containing a plus
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The object looks red.

+Argument from
Perception

The object is red. Things which look red are normally red. |

N
N

N| The object s illuminated by a red light. |

FIGURE 2.6. Exception Modeled by Carneades in Pollock’s Red Light Example

The object looks red.

?The object is red.

+Argument from
Perception

Things which look red are normally red.|

N
> ‘| v The object is illuminated by a red Iight.|

FIGURE 2.7 Undercutter in Pollock’s Red Light Example Modeled by Carneades

sign. The premise is an exception, shown as joined to a circle by a dashed
line. How Carneades displays the structure of the argument in Pollock’s red
light example is shown in Figure 2.6.

As shown in Figure 2.6, the statement at the bottom right is an excep-
tion, and so the argument as a whole represents a Pollock-style undercutter.
In the Carneades model, this argument is represented as a typical defeasi-
ble argument that has two normal premises, displayed as the top two boxes
on the right in Figure 2.6. But this argument is subject to an exception,
and in Carneades the exception is represented as an additional premise of
a special kind that can defeat the original argument. Carneades can also
be used for evaluating arguments, and how the procedure of evaluation
can be illustrated using the case of Pollock’s red light example is shown in
Figure 2.7. As shown by the checkmark text box at the bottom, the state-
ment that the objectis illuminated by red light has been accepted. Once the
statement has been accepted, even though the two premises above it would
normally enable the conclusion to be accepted provided these two premises
are accepted, in this situation, since the exception applies, the conclusion is
cast into doubt. The status of the conclusion is represented by the question
mark appearing in its text box. This analysis visualizes a situation in which
the conclusion is rendered questionable, and hence not acceptable. It does
not tell us, however, that the conclusion is false or unacceptable.

Carneades defines formal properties that are used to identify, analyze,
construct, visualize and evaluate arguments (Gordon and Walton, 2006a).
Part of the definition of a rebuttal is that it is an attack on an argument, and
a rebuttal itself is also an argument. It follows that in order to define the
notion of a rebuttal, we surely also need to have some clear notion of what
an argument is. As noted just above in this section, an argument is taken to
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have three basic components: a set of premises, a conclusion and an infer-
ence that leads from the premises to the conclusion.

Figures 2.6 and 2.7 show how these three components are related. In
the following formal definition of an argument in Carneades (Gordon and
Walton, 2009), a distinction is drawn between two types of opposition. One
is negation, represented in the same way as in classical propositional logic
where a proposition pis true if and only if its negation is false. The negation
of a proposition, in other words, has the opposite truth value of the original
proposition. The other is complement. The complement of a set is the set
of things outside that set (Gordon and Walton, 2009, 242-243).

Definition: Let L be a propositional language. An argument is a tuple (P, E,
¢y where Pc L are its premises, EC L are its exceptions and c € Lis its conclu-
sion. For simplicity, ¢ and all members of P and E must be literals, that is,
either an atomic proposition or a negated atomic proposition. Let p be a
literal. If p is ¢, then the argument is an argument pro p. If p is the comple-
ment of ¢, the argument is an argument con p.

According to this definition we can understand the notions of an argument
pro a proposition p and argument con a proposition p as follows. If p is
the conclusion of the argument, the argument is said to be pro p, whereas
if some proposition other than p is the conclusion of the argument, the
argument is said to be con p. Defeaters (rebuttals) are modeled as argu-
ments in the opposite direction for the same conclusion. If one argument
is pro the conclusion, its rebuttal would be another argument con the same
conclusion. Premise defeat is modeled by an argument con an ordinary
premise or an assumption, or pro an exception (Gordon, 2005, 56). In
the Carneades system, critical questions matching an argument are classi-
fied into three categories: ordinary premises, assumptions or exceptions.
External refutations are modeled as arguments in the opposite direction
for the same conclusion. If one argument is pro the conclusion, its refuta-
tion would be another argument con the same conclusion. Premise defeat
is modeled by an argument con an ordinary premise or an assumption, or
pro an exception (Gordon, 2005, 56). Seeing how Carneades models the
distinction between internal and external refutation, we show how this dis-
tinction works in the case of argument from expert opinion.

Let’s begin with the notion of external refutation to see how it works
generally in cases of argument from expert opinion. In a case of external
refutation, as shown in Figure 2.8, we have one argument from expert opin-
ion in which the premise is that expert 1 says that some proposition Ais true
and the conclusion is the proposition that A is true.

This case is a special instance of the argument about Dr. Smith and Dr.
Jones shown in Figure 1.7. The argument shown at the top in Figure 2.8 is
a pro argument, as shown by the + in the circle representing the argument.
Not quite an argument, for beneath it is the second argument that attacks
the first argument, based on the premise that there is another expert who
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Expert 1 says that A.

+Argument from
Expert Opinion

A is within Expert 1's field F.

XA

v Expert 2 says that not-A.

—Argument from
Expert Opinion

v Not-A is within Expert 2's field F.

FIGURE 2.8 How Carneades Models External Refutation

says that the opposite of A is true. The second argument is an external refu-
tation of the first one, because it is a separate opposed argument that has
the opposite conclusion of the first argument.

Butif the second argument is merely a rebuttal of the first argument can
it properly be called a refutation? Certainly it fits the definition of an exter-
nal refutation of the kind attributed to Hamblin above, but there is more
to say about it. Notice that in Figure 2.8, the premises shown at the bot-
tom appear in darkened textboxes and have check marks in front of them,
indicating that this premise has been accepted. Notice that the premises
shown at the top appear in undarkened text boxes with no check mark in
front, indicating that each premise has merely been stated but has not been
accepted. What will happen automatically in Carneades is that the bottom
argument will be taken as refuting the top one. Since it has two accepted
premises, when both premises are considered together, the conclusion A
comes out as rejected (indicated by X).

In such a case, we can say that the first argument is refuted by the second
one in a strong sense of the term ‘refutation’ meaning not only that the sec-
ond argument goes to the opposite conclusion of the first one, but it does
so in such a way that it overwhelms the first argument, providing a reason to
infer that the conclusion of the first argument is no longer acceptable. We
could say that in this strong sense of refutation, the second argument suc-
cessfully refutes the first argument. Or perhaps we could draw the distinc-
tion in a different way by saying that the second argument not only rebuts
the first argument but also refutes it. The terminology remains uncertain
here but we will clarify it later.

No matter how we describe what has happened in this example in terms
of the distinction between rebuttal and refutation, we can see why it illus-
trates how Carneades models the notion of an external refutation. In an
external refutation, we have two separate arguments, and one attacks the
other externally by providing an independent line of argument that goes to
the opposite of the conclusion of the first argument. Carneades models the
notion of an internal refutation in a completely different way by focusing
on the critical questions matching the argumentation scheme, and goes
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into considerations of different ways these critical questions can be used to
attack the original argument.

One of the main features of Carneades is that it enables critical questions
to be represented on argument diagrams (Walton and Gordon, 2005). In
the standard argument diagrams, the text boxes (nodes in the tree) con-
tain propositions that are premises and conclusions of arguments, but the
problem placing a strong limitation on the use of argument diagramming
as an argumentation tool is that critical questions could not be represented
on such a diagram.

Carneades solved this problem by enabling a distinction to be drawn
between two ways an argument from expert opinion should be critically ques-
tioned, and thus enables the critical questions to be represented as implicit
premises of an argumentation scheme on an argument diagram. The two
assumptions — that (1) the expert is not trustworthy and that (2) what he
or she says is not consistent with what other experts say — are assumed to be
false. It is assumed, in other words, that (1) and (2) are false until new evi-
dence comes in to show that they are true. The two assumptions — that (1)
the expert is credible as an expert and that (2) what he or she says is based
on evidence — are assumed to be true, until such time as new evidence comes
in showing they are false. Also assumed as true are the ordinary premises
that (1) the expert really is an expert, (2) he or she is an expert in the sub-
ject domain of the claim, (3) he or she asserts the claim in question, and (4)
the claim is in the subject domain in which he or she is an expert.

Now let’s look once again at the expertise question, to see how it could
be classified. Itis about I's depth of knowledge in the field Fthat the propo-
sition at issue lies in. As noted above, the expertise question seems to ask
for a comparative rating. What if the proponent fails to answer by specifying
some degree of expertise, like “very credible” or “only slightly credible”? As
noted above it seems hard to decide what the effect on the original argu-
ment should be. Should it be defeated or merely undercut? It seems like
it should only be undercut, because even if we don’t know how strong the
argument from expert opinion is, it might still have some strength. It might
even be very strong, for all we know.

The field and opinion questions can be modeled as ordinary premises
of the arguments from expert opinion scheme in Carneades. Now let’s
look back at the trustworthiness question, which refers to the reliability of
the expert as a source who can be trusted. If the expert was shown to be
biased or a liar, that would presumably be a defeater. It would be an ad hom-
inem argument used to attack the original argument and, if strong, would
defeat it. But unless there is some evidence of ethical misconduct, as noted
above, the proponent could simply answer ‘yes’, and that would seem to be
enough to answer the question appropriately. As noted above, to make such
a charge stick, the questioner should be held to supporting the allegation
by producing evidence of bias or dishonesty.
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E asserts that A.
A is within F.

Eis a knowledgeable expert|
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FIGURE 2.9 How Argument from Expert Opinion Is Visually Represented in the
Carneades Interface

According to the discussion above, only the consistency and backup evi-
dence questions need some evidence to back them up before the mere
asking of the question defeats the original argument. Hence only these two
of the critical questions are treated as exceptions. The results of how the
critical questions should be classified as premise on the Carneades model
can be summed up as follows.

Premise: Fis an expert.

Premise: E asserts that A.

Premise: A is within F.

Assumption: It is assumed to be true that is a knowledgeable expert.

Assumption: It is assumed to be true that what E says is based on evi-
dence in field F.

Exception: Eis not trustworthy.

Exception: What E asserts is not consistent with what other experts in
field Fsay.

Conclusion: A is true.

Figure 2.9 shows how argument from expert opinion is visually repre-
sented in the Carneades interface. A normal premise is represented by a
solid line, an exception is represented by a dashed line, and an assumption
is represented by a dotted line. As Figure 2.9 shows, the critical questions
are represented as additional premises alongside the ordinary premises in
the scheme for argument from expert opinion. This means that, as far as
Carneades is concerned, attacking the argument by asking anyone critical
questions can be classified as a premise attack argument. According to the
Carneades model, the ordinary premises are stated, whereas the other prem-
ises expressing critical questions are either assumptions or exceptions.
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If we are using Carneades to help us devise a strategy to refute an argu-
ment we are confronted with, we can look over the evidence available in
the case, or that could possibly be collected in the case, in order to decide
which of the critical questions would be the best one to pose. Posing a criti-
cal question of the assumption type requires no evidence to back it up in
order to defeat the original argument. These would be the first premises
to look at. Goodwin described the strategy as one of examining the reasons
the other side is giving to support its argument to see if these reasons hold
up under critical questioning. However, if there is evidence that could be
used to back up one of the critical questions, the backup evidence ques-
tion would be the one to pose. As we see in the case of Dr. Smith, there is
evidence that could be used to back up the claim that he is biased. Hence
Carneades can automatically point to the trustworthiness question, repre-
sented as an exception in the argument visualization, and indicate that the
best strategy is to ask this question.

7. How Carneades Models Attacks and Rebuttals

Not only are schemes classified under other schemes, but critical questions
also have a classification structure as well. For example, although argument
from bias is a specific type of argument in its own right with its distinctive
argumentation scheme, asking a critical question about bias is so common
in responding to arguments from expert opinion that it needs to be identi-
fied as a specific critical question in its own right with respect to the scheme
for argument from expert opinion. In Walton (1997, 213-217) the bias crit-
ical question is treated as a subquestion of the trustworthiness question. In
other words, questioning whether an expert is biased is treated as a special
case of questioning whether the expert is personally reliable as a source.
The reason is that questioning on grounds of bias is a way of question-
ing the trustworthiness of an expert source. A biased expert need not be
completely untrustworthy, but if there are grounds for suspecting a bias,
that is a good reason for having reservations about the strength or even the
acceptability of an argument from expert opinion.

Let’s go back to the example Goodwin gave to illustrate the technique of
attacking the reasons the other side has put forward in its argument. In this
example, the attack alleges that Dr. Smith is biased, because his research is
entirely funded by the video game industry. Next, evidence to support this
claim of bias is put forward. It is claimed that the 2001 investigation by the
Parent’s Defense League constitutes evidence to support bias. Let’s look
back at the pro-contra argumentation displayed in Table 1.3 in a dialogue
format. In this example, which we can now see represents part of the argu-
mentation in Goodwin’s example above, one party in the dialogue makes
the claim that video games do not lead to violence, and supports this claim
using an argument from expert opinion attributed to Dr. Smith. The other
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party then poses any critical question asking whether Dr. Smith could be
biased. The first party asks what evidence the other party has for saying that
Dr. Smith could be biased. The response given is that his research is funded
by the video game industry. So in this example, the respondent can be seen
as posing a contra argument against proponent’s original argument from
expert opinion. The contra argument makes the allegation that Dr. Smith
is biased, and then backs up this allegation by offering some evidence to
support it. This evidence is the further claim that Dr. Smith’s research is
funded by the video game industry. But the contra argument goes even fur-
ther than this. It backs up the claim that Dr. Smith’s research is funded by
the video game industry by presenting further evidence to back that claim
up. This further evidence is provided by the statement that the claim about
Dr. Smith’s research being funded by the video game industry was shown
by a 2001 investigation of the Parent’s Defense League.

Finding a better way to model the argumentation and critical question-
ing in this kind of case led to a new version of Carneades in which refu-
tation is structured differently. In the original version, an exception was
modeled as a special kind of premise of an argument, as shown in Figure
2.10. In the new version, an exception is modeled as an undercutter. In
other words, the revolutionary change was to accept the device of entangle-
ment within the Carneades method of modeling argumentation. Instead
of having arrows go only from text boxes to text boxes, the new version
of Carneades allows argument nodes to go to other argument nodes. In
particular, it represents the notion of an exception as an undercutter, in
virtue of which one argument can attack another. This notion of argument
attack makes it different from the notions of argument defeat, refutation
and rebuttal. The problem may be that the notion of rebuttal is somewhat
ambivalent, in that it appears that it could refer to either one of two kinds of
cases. The first one is where one argument attacks another by undercutting
it, but does not receive or rebut that argument in the sense of giving a stron-
ger reason to show that the conclusion of the argument is false. So rebuttal
could be partly in between. But at any rate, before we discuss the project
of giving more precise meanings to these notions of argument attack and
rebuttal, let’s see how the new version of Carneades represents the struc-
ture of the argumentation in Goodwin’s example.

In Figure 2.10, we represent a different form of argument opposition
where one argument attacks the inferential link of another. This way of dis-
playing the structure of Goodwin’s example shows the undercutting argu-
ment at the bottom. It is a contra argument attacking the argument from
expert opinion above it.

Next we need to look back to Figure 1.7. It was drawn in the Carneades
style with a pro argument and contra argument. However, notice that it
represents a situation very different from the one represented in Figure
2.10. In Figure 1.7, we had a pro argument leading to the conclusion that
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Dr. Smith is an expert in a field on a subject
including video games leading to violence.

Video games do not
lead to violence.

Dr. Smith says that video

+Argument from
Expert Opinion
games do not lead to violence.

Dr. Smith O Dr. Smith’s research is funded
is biased. by the video game industry.

The funding connection was shown by a 2001 /®/

investigation of the Parents’ Defense League.

FIGURE 2.10 Argument Map of the Argumentation in Table 1.3

video games do not lead to violence, and we had a contra argument attack-
ing the proposition that video games do not lead to violence. In Figure
2.10, we have an instance of entanglement. First, we have the argument
from expert opinion telling us that Dr. Smith is an expert and that since he
says that video games do not lead to violence, we can draw the conclusion
that video games do not lead to violence. But then we have a counterargu-
ment attacking this first argument. According to the counterargument,
the claim is made that Dr. Smith is biased, and this claim is backed up
by a supporting proposition that is in turn backed up by another propo-
sition. Notice that in this structure the minus node represents a contra
argument and the arrow drawn from it leads to the node above that rep-
resenting a pro argument. In other words, here we have an instance of
entanglement.

The argument shown in Figure 1.7 represents an external refutation, we
could say, as opposed to the argument map shown in Figure 2.10, which
represents an internal refutation. In the type of argumentation represented
in the example displayed in Figure 1.7, we had two opposed arguments
from expert opinion where the one argument attacked the other. Both
arguments in this example were instances of the scheme for argument from
expert opinion. In the second example we have only one argument from
expert opinion. But this argument is attacked by the asking of the critical
question backed up by evidence that strengthens the effect of the critical
question is an attack on the prior argument.

The notion of an attack is another concept that needs to be fitted into
this system of classification. In the Carneades system, a proposition can be
stated, questioned, assumed or accepted. In Carneades one argument can
attack another in basically four ways.

1. Itcan attack one or more of the premises of the prior argument and
show that one or more of them is questionable.

2. It can attack one of these premises and show that one or more of
them is not acceptable.
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3. Itcan attack the conclusion by posing a counterargument that shows
that the conclusion is questionable.

4. Itcan attack the conclusion by posing a counterargument that shows
that the conclusion is not acceptable.

Is an attack the same thing as a rebuttal? At first, it seems that it is, because
an attack on an argument is designed to show that the argument is ques-
tionable, that it is not supported by the evidence, or even that the evidence
shows that it is untenable. On the other hand, it would seem that it is not,
because asking a critical question could perhaps be classified as an attack
on an argument; it would not seem quite right to say that asking such a crit-
ical question is a rebuttal.

This classification may be borderline, however. Asking a critical question
casts doubt on an argument, but is casting doubt on an argument rebut-
ting it? What Carneades has shown is that critical questions matching argu-
mentation schemes are of two different kinds in this regard (Walton and
Gordon, 2005). Some critical questions act as rebuttals when they are asked,
because unless the proponent of the argument replies appropriately to the
question, the argument is defeated. Asking other critical questions does
not defeat the original argument unless the question is backed up by some
evidence. In this kind of case it does not really seem quite right to describe
the asking of the critical question as a rebuttal. The word ‘rebuttal’ also
implies that the attacking is being done by posing another argument, and
not merely by asking a question about the original argument, even if it is a
critical question that casts doubt on the argument.

8. How Carneades Models Relevance

In addition to the three basic ways of attacking an argument listed in Section
1, we also considered some other ways. One of these ways is to argue that
the given argument is not relevant to the ultimate conclusion to be proved
in the case atissue. To attack an argument in the fourth way, matters of how
the argument was used for some purpose in a context of dialogue need to
be taken into account. Even though the given argument may stand, having
repelled all attacks of the first three kinds, its force as argument may be
nullified if it is irrelevant. But is this kind of charge a rebuttal? It is not if it
is not an attack on the argument itself, but rather a charge that the argu-
ment is not useful for some purpose. A charge of irrelevance is best seen
as a procedural objection to the effect that the argument is not useful to
resolve the ultimate issue under discussion. To model this kind of proce-
dural objection, we have to look at argumentation as a process, after the
manner of Carneades.

The Carneades system can be used to assist an agent preparing a case by
constructing arguments used to prove a claim in a situation where there is
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FIGURE 2.11 An Argumentation Process

Record Arguments

an information service that continually provides new information that might
be useful for this purpose (Ballnat and Gordon, 2010). The agent presents
his or her case only once the resources provided by the information service
have been exhausted. If that has not happened, the agent tries to make his
or her case by asking questions and searching for new information to con-
struct arguments. Then the agent selects which arguments to put forward
in order to prove the goal thesis that he or she wants to prove. In this system
there is a continuous loop as the agent keeps collecting new information
from the information service and uses that information to construct new
arguments. A simplified version of this process comparable to the figure in
Ballnat and Gordon (2010, 52) is shown in Figure 2.11.

Only once these information and argument construction resources are
exhausted does the agent either prove his or her thesis or find that there
are insufficient resources to do so. As the agent proceeds through this argu-
mentation process, he or she tries to find alternative positions to support
his or her argument.

Suppose I want to prove my claim that proposition A is true. What should
I do? Should I make a further argument pro A? Or should I make another
argument con B, where B is some proposition that is being used by the
opposition to refute A? Or should I put forward arguments supporting
some premise of one of my previous arguments that were put forward in
support of A? In other words, what should be my next goal, where a goal
is a proposition that a party searches for to work on next, by looking for
arguments pro or con the proposition he ultimately wants to prove in the
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dialogue. Carneades is being used here as a device to find which arguments
are relevant by telling me which propositions I should choose to work on
next, given the information I already have.

As well as providing a method for helping an arguer to determine which
arguments are relevant, Carneades can also be used to help an arguer deter-
mine which arguments are not relevant. What is presupposed by a claim of
relevance is that the given argument is supposed to be used to resolve some
unsettled issue in a discussion that is being carried on in the given case. If
an argument has no probative value as evidence to prove or disprove the
thesis at issue in a particular discussion, it may be dismissed as irrelevant.
However, although this attack may knock the argument out of consider-
ation, it is not, strictly speaking, a rebuttal. It should be classified as a proce-
dural objection claiming that the argument under consideration is useless
to prove some ultimate claim that the arguer is building a case to prove. On
this analysis, the objection to an argument on grounds of relevance is differ-
ent from the rebuttals and refutations with which we have been concerned.
Still, it is interesting to see that Carneades has the capability of dealing with
claims of relevance and irrelevance because it can model argumentation as
a process.

The procedure recommended for seeking some means of refuting or
objecting to an argument broadly follows the line of investigation in the
chapter. It starts out by focusing on refutation in the narrower sense, refer-
ring to external and internal refutation, then goes on to means of attack and
investigation of an argument offered by argumentation schemes and criti-
cal questions. From there, it looks more widely to other kinds of objections
that may be procedural in nature and that may not focus so narrowly on
internal or external refutation. As it expands outward, it takes into account
the wider context of an argument, and can do so by viewing argumentation
as a process using the Carneades system.

9. Classifying Objections, Rebuttals and Refutations

An objection does not necessarily have to be a counterargument posed
against an original argument. It could be merely the asking of a critical
question. Even when an objection is a counterargument posed against an
original argument, it does not have to be an argument that the original argu-
ment is weak, unsupported or incorrect. It could be a procedural objection,
not implying that the argument it is addressed against is incorrect, insuf-
ficiently supported by evidence or even questionable as an argument in
itself. Such a procedural objection could merely claim that the argument,
even though it might be reasonable enough, or well enough supported in
itself, is not appropriate for use in the context of the given discussion. In
law, for example, an argument might be objected to on the grounds that
the evidence it purports to bring forward has been obtained illegally, even
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though that evidence might otherwise be quite convincing in itself as a
rational argument. It follows that an objection is not necessarily a rebuttal
or a refutation. The term ‘objection’ represents a wider category.

There is a narrower sense of the word ‘objection’, however, that is used
in logic. Govier (1999, 229) considers an objection to be an argument
raised against a prior argument. Hence a question is not an objection: “On
this view, a question purely considered as such does not itself constitute
an objection”. On her account, an objection can be directed in one of two
ways. The objection can claim that there is something wrong with the con-
clusion, or it can claim that there is something wrong with the argument.
But these are not the only possibilities. She classifies five types of objections
(231), depending on what the objection is specifically raised against: (1)
against the conclusion, (2) against the argument in support of the conclu-
sion, (3) against the arguer, (4) against the arguer’s qualifications, personal
characteristics or circumstances, or (5) against the way the argument or
conclusion is expressed. It is interesting to note that some of these cate-
gories of objection may correspond to or overlap with types of arguments
associated with some of the traditional informal fallacies. The third cate-
gory and two parts of the fourth may correspond to the ad hominem type of
argument, while the first part of the fourth may correspond to a common
type of attack on arguments from expert opinion.

A different way of classifying objections to an argument has been put
forward by Krabbe (2007, 55-57) who lists seven ways an opponent can
critically react to a proponent’s expressed argument. (1) A request for clari-
fication, explanation or elucidation may contain an implicit criticism that
the argument was not clearly expressed to start with. (2) A challenge to an
argument comprises an expression of critical doubt about whether a reason
supports the argument. (3) A bound challenge raises a more specific doubt-
ful point that offers some reason for entertaining doubt. (4) An exposure
of a flaw poses a negative evaluation of an argument and requests further
amplification. (5) Rejection is a kind of critical reaction by an opponent
who may not deny that the proponent’s argument is reasonable, but takes
up an opposite point of view. (6) A charge of fallacy criticizes the contribu-
tion of the proponent by claiming he or she has violated some rule of fair
procedure. (7) A personal attack is a common kind of critical reaction that
provides a means of defense against unreasonable moves by one’s oppo-
nent. Krabbe (2007, 57) suggests that these critical reactions can properly
be called objections, because they express dissatisfaction with an argument
presented by a proponent. However, Krabbe (2007, 57) writes that to speak
of a request for clarification or a pure challenge as an objection would
be an overstatement, because objections presuppose a negative evaluation,
whereas these other two types of reaction precede evaluation.

There are differences between these two views on what an objection is.
Govier (1999, 229) requires that an objection be an argument when she
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writes, “An objection is an argument, a consideration put forward, alleged
to show either that there is something wrong with the conclusion in ques-
tion or that there is something wrong with the argument put forward in its
favor”. Krabbe does hold the view that an objection has to be an argument.
Ralph Johnson, in an unpublished manuscript shown to the author, has
advocated the view that an objection is a response to an argument that can
be in the form of a question or a statement and does not have to be an argu-
ment. I will take it that objection is a wider category than rebuttal, so that
while putting forward a rebuttal is making an objection in some instances,
there are also instances in which an objection to an argument should not
be classified as a rebuttal.

The notion of a challenge is well known in argumentation. In his
Why-Because System with Questions, Hamblin (1970, chapter 8), has a
locution ‘Why A?’ that is a challenge or request made to the hearer to pro-
vide ajustification (an argument) for the statement A queried. But what is a
challenge to an argument (as opposed to a statement)? Most likely, it would
seem to be a critical question. But there could be other sorts of argument
challenge; for example, such a challenge could be a procedural objection
that the argument is irrelevant.

Following the line of this chapter, the notion of a rebuttal can be defined
as follows. A rebuttal requires three things. First, it requires a prior argument
that it is directed against. Second, the rebuttal itself is an argument that is
directed against this prior argument. Third, it is directed against the prior
argument in order to show that it is open to doubt or not acceptable.

A rebuttal is one of a pair of arguments, where the two arguments are
ordered, logically rather than temporally, so that the one precedes the
other, and so that the second one is directed against the first one. What
does “directed against” mean? One argument can have another argument
as its target. The one can be meant to support the other or can be meant to
attack the other, or the two arguments can be independent of each other.
But something more is meant here. What seems to be implied is that a
rebuttal is an argument directed against another argument to show that
the first argument is somehow defective. To rebut an argument is to try to
show that the argument is questionable or not supported by the evidence,
or even that the evidence shows that it is untenable.

Is a refutation the same as a rebuttal? One way to define the relation-
ship between these two terms strongly suggested by our discussion of how
Carneades handles the type of argument configuration would be to say that
a refutation is a successful rebuttal. On this way of defining the two terms,
a rebuttal is aimed to show that the argument it is directed against is ques-
tionable or untenable. A refutation is a rebuttal that is successful in carrying
outits aim. A refutation is a counterargument that not only is posed against
a prior argument, but weighs in more strongly when evaluated against the
prior argument so that it reverses the conclusion of the prior argument.
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So defined, the one term would seem to be a subspecies of the other. A
refutation is a species of rebuttal that shows that the argument it is aimed
at is untenable. When an argument you have put forward is refuted, it has
to be given up. If the argument is confronted with a rebuttal, you may or
may not have to give it up. Only if the rebuttal is a refutation do you have
to give it up. The same point can be made about attack. Attack does not
imply defeat.

The term ‘challenge’ is widely used in formal dialogue systems. As
noted above, Hamblin has a locution, ‘Why A?’, called a challenge in his
Why-Because System with Questions. To respond appropriately the hearer
is expected to provide premises that the challenger is committed to already
or can be brought to concede (in future moves), and A is supposed to be
a conclusion implied by these premises according to the inference rules
in the system. A challenge, in this sense, is not an argument. It is a speech
act that requests some evidence to support a claim made by the other party.
As the distinction between assumptions and exceptions made in Carneades
shows, some critical questions are merely challenges, whereas other critical
questions, although they have the speech act format of a challenge, defeat
the other party’s argument unless he or she comes forward with some evi-
dence to support his or her argument.

The classification tree shown in Figure 2.12 offers a way of clarifying
these terms.

Objection is taken to be a wide category that includes procedural objec-
tions and many kinds of attacks that should not, strictly speaking, be called
rebuttals. An objection of irrelevance is shown as an example of a proce-
dural objection. An objection does not have to be a rebuttal even though it
is comparable to a rebuttal in that it assumes that there is something neg-
ative about an original argument, or move in argumentation, that needs
to be responded to, called into question and corrected. The classification
tree in Figure 2.12 incorporates the notion of a challenge. A challenge is
defined after the manner of Krabbe as a species of objection that comprises
an expression of critical doubt about whether a reason supports the argu-
ment that is challenged.

However, this way of defining the notion of challenge makes it appear
to be very close to a Pollock-style undercutter, a species of argument attack
modeled using entanglement in Carneades. Figure 2.12 clarifies the
notion of the challenge by classifying the Pollock-style undercutter as an
exception, using the term and its Carneades meaning. Exceptions are clas-
sified as critical questions that need to be backed up by evidence before
they defeat the argument they are directed against. The classification tree
shown in Figure 2.12 also incorporates the distinction between an internal
refutation or rebuttal and an external one. Hence it is a comprehensive
classification scheme that includes all the species of objections analyzed in
the chapter.
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Objections

| Procedural Objections | | Challenges |

| Requests for Clarification |

Irrelevance

Rebuttals | Non-rebutting Challenges |

Internal Rebuttals External Rebuttals

Refutations

Premise Attacks

Internal Refutations | | External Refutations

FIGURE 2.12 Classification Tree for Species of Objections

A rebuttal is a species of objection. A refutation is a species of rebuttal
that is successful in knocking down the argument it was directed against.
A rebuttal is an argument directed against another argument to show that
the first argument is somehow defective. An attack, in the sense of the word
as used in the field of argumentation, is an argument directed against
another argument to show that the first argument is somehow defective. In
other words, for purposes of argumentation study, the words ‘rebuttal” and
‘attack’ can be taken as equivalent.

To rebut an argument is to try to show that the argument is questionable
or not supported by the evidence, or even that the evidence shows that it is
untenable. A rebuttal can attack a premise of the original argument, it can
attack the conclusion, or it can act as an undercutter that attacks the infer-
ence from the premises to the conclusion. One way it can do this, as illus-
trated by Pollock’s red light example and the Tweety example, is by finding
an exception to a general rule that is the warrant of a defensible argument.
A refutation is a species of rebuttal that shows that the argument it is aimed
at is unacceptable. It could be called a knock-down counterargument. The
argument is defeated, and we take the notion of argument refutation as
equivalent to the notion of argument defeat. When an argument you have
put forward is confronted with a refutation, it has to be given up. Both
rebuttals and refutations can be external or internal. It follows that on this
view there is a difference between attack and defeat.

The practical argument attack and refutation procedure derived from
the analysis in this chapter has seven steps. The procedure can be applied
using these seven steps
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If you have a counterargument that can be used to prove the opposite
of the conclusion claimed in the original argument, go for an exter-
nal refutation.

Alternatively, if this seems to be a better route of attack, go for an
internal refutation.

The first step in seeking a suitable internal refutation is to see if
the argument you are trying to attack fits a known argumentation
scheme. The list of the most basic types of arguments that have argu-
mentation schemes are the following: argument from position to
know, argument from witness testimony, argument from expert opin-
ion, argument from analogy, argument from verbal classification,
argument from rule, argument from precedent, practical reasoning,
value-based practical reasoning, argument from appearances (per-
ception), argument from ignorance, argument from consequences
(positive or negative), argument from popular opinion, argument
from commitment, direct ad hominem argument (personal attack),
circumstantial ad hominem argument, argument from bias, argument
from correlation to cause, argument from evidence to a hypoth-
esis, abductive reasoning, argument from waste and slippery slope
argument.

If the argument fits a scheme that can be identified, look at the crit-
ical questions matching the scheme and see which question is most
appropriate.

In the Carneades model critical questions were represented as dif-
ferent kinds of premises, ordinary premises, assumptions and excep-
tions. Now the exceptions are represented as undercutters, using the
device of entanglement.

If no part of this procedure so far has come up with a good result,
go on to look for some procedural objection, such as questioning
whether the argument is irrelevant or circular.
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Arguments with Missing Parts

This chapter is about how to analyze kinds of arguments traditionally called
enthymemes, arguments that require for proper analysis and evaluation the
identification of a missing premise, or in some instances a missing conclu-
sion. A small section on enthymemes has traditionally been included in
logic textbooks from the time of Aristotle. In this chapter it is shown how
methods of argumentation study, including software tools recently devel-
oped in computing, have enabled new ways of analyzing such arguments.
It is shown how the employment of these methods to four key examples
reveals that the traditional doctrine of the enthymeme needs to be radically
reconfigured in order to provide a more useful approach to the analysis of
incomplete arguments.

There is an extensive literature on incomplete arguments, and this chap-
ter begins with a survey of enough of this literature to make it possible to
understand the investigation that follows and to show why it is needed. The
second section of the chapter gives a brief historical outline of the literature
on enthymemes, beginning with Aristotle’s account of it, including cover-
age of a significant historical controversy about what Aristotle meant by
this term. One of the problems with the task of analyzing incomplete argu-
ments is to get some general grasp of what it is one is trying to do, because
the solution to this task can be applied not only to logic but to many other
fields that contain argumentation, such as science and law. Therefore, it
is important to formulate at the beginning what the purpose of the inves-
tigation is supposed to be. A brief account of this is contained in Section
3. The next four sections contain extensive analyses of four examples of
incomplete arguments. The first example is meant to be very simple, but
the next three examples show some highly significant factors found in car-
rying out the task of argument analysis needed to identify the missing parts
of an argument. These findings are taken into account in Section 9 of the
chapter, where both the nature of the task and the proper terminology
needed to assist it are reformulated and clarified. In this section, a new set

63
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of requirements for identifying an argument and its missing parts in a given
case is formulated, based on a concept of argument required to support
the methods used in the chapter. Section 10 summarizes the conclusions
of the chapter.

1. Survey of the Recent Literature on Enthymemes

Some main problems with enthymemes are explained in this section.
Ennis (1982, 63-66) drew a distinction between needed and used assump-
tions. A needed assumption in an argument is a missing proposition such
that (1) the argument is not structurally correct as it stands, but (2) when
it is inserted, the argument becomes structurally correct (e.g., deduc-
tively valid). A used assumption is really meant to be part of the argu-
ment by the speaker. Finding used assumptions is much harder, because
it depends on what the arguer means. To do this we have to determine,
based on the evidence we have, whether the implicit proposition is a
commitment of the arguer. This can be a hard task to compute, because
we may have to draw inferences from the record of what the arguer said,
and since the incomplete argument is stated in natural language, we run
up against the usual problems of interpreting the meaning of natural
language discourse.

There is an even worse problem (Burke, 1985; Gough and Tindale,
1985; Hitchcock, 1985). If a critic is allowed to fill in an implicit assump-
tion allegedly needed to complete a speaker’s argument, he or she may be
insert propositions that were not really meant by the proponent to be part
of his or her argument. The problem is that the argument analyst seems to
be given carte blanche to insert his or her own favorite assumptions and
attribute them to the arguer. A check is that he or she should be restrained
by the textual evidence visible to all parties, but once again we confront the
problem of how to collect and assess that evidence, given that natural lan-
guage discourse contains ambiguity, vagueness and other phenomena that
make this task problematic.

The basic idea of the principle of charity, according to Johnson and Blair
(1983, 7), is the obligation of a critic interpreting a particular discourse to
treat an argument fairly, “which means to provide the most favorable logical
interpretation of that discourse consistent with the evidence”. The princi-
ple of charity is needed when reconstructing arguments to find premises or
conclusions that have not been explicitly stated because there is often more
than one candidate proposition that could be used to supply the missing
part. It may be hard to make sense out of what the proponent of the incom-
plete argument was intending to do with it, in some instances. However, the
problem with the principle of charity is that it can itself be interpreted in
different ways. We would not want to always interpret it in such a strong way
as to require the most favorable logical interpretation of an argument that
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is weak or fallacious by filling in the missing parts so as to make it a valid
argument with premises based on solid evidence. In other words, precise
requirements for interpreting the discourse in such a way as to treat the
argument fairly may not be so easy to formulate.

Lewinski (2008) has provided a nice survey of the literature on the prin-
ciple of charity, showing how it arose out of the attempts of analytical phi-
losophers to find an answer to the basic question of how to understand
each other. In the 1960s and 1970s, philosophers working in the field of
informal logic reformulated the principle of charity as a device to help
interpret argumentative discourse. According to the classic account of the
principle of charity, formulated by Scriven (1976, 71-72), instead of refut-
ing what someone has written by choosing among the various interpreta-
tions of the discourse that are possible and choosing the worst one, it can
be reasonable to reinterpret the passage in a more charitable way to make
more sense out of it. Making sense out of it, Scriven explains (72), is “to
make it mean something that a sensible person would be more likely to
have meant.” According to Scriven, this principle of charitable interpreta-
tion has practical value, because when an interpreter chooses a passage
that contains some trivial error, it can be easily reformulated to meet the
objection of a critic.

Lewinski (2008) also points out, however, that there are problems with
the principle of charity. There is even a paradox inherent in it. If an argu-
ment analyst is charitable to one party in a discussion where there is a con-
troversy or conflict of opinions involved, it may easily be that the analyst is
being uncharitable in representing the views of the other party in the dis-
cussion. For any critical discussion, there are two parties who disagree over
the issue being discussed, so representing one view in a charitable way then
amounts to representing the opposed view in an uncharitable way.

As an alternative to using the principle of charity, which they see as
problematic, Paglieri and Woods (2011, 461) analyze incomplete argu-
ments using the notion of parsimony, defined as the tendency to optimize
resource consumption in light of an agent’s goals. On their analysis, the
hearer who receives an incomplete argument from the speaker does not
complete it by a cooperative instinct to treat the argument as being rea-
sonable, but by a need to extract valuable information from the message
at reasonable cost. Paglieri and Woods (2011, 462) base their analysis of
incomplete arguments not on common knowledge, but instead on inferen-
tial schemes that enable an argument with missing parts to be completed by
the interpreter in a communicative context. Their analysis of enthymemes
differs from the traditional one attributed to Aristotle, but preserves the key
feature of it, namely, incompleteness. On their view (468), “an enthymeme
is an argument in which something essential to its evaluation is not specifi-
cally mentioned in its formulation, and thus has to be inferred or known in
advance by the hearer”.
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Walton (2001) showed how enthymemes are often based on implicit
premises that can be classified as falling under the heading of common
knowledge. Common knowledge has been recognized as important in the
literature on argumentation. Govier (1992, 120) categorized a proposition
as a matter of common knowledge if it states something known by virtually
everyone. She used the examples ‘Human beings have hearts’ and ‘Many
millions of civilians have been killed in twentieth-century wars’ (120).
Freeman (1995, 269) categorized a proposition as common knowledge if
many, most, or all people accept it. According to Jackson and Jacobs (1980,
263), in order for rules of conversation to allow participants to engage in
collaborative argumentation, there is a need to base many implicit assump-
tions on commonly shared knowledge. These might be assumptions like,
‘Snow is white’ or ‘Los Angeles is in California’. Common knowledge
has also been studied in computing. The open mind common sense sys-
tem (OMCS) includes statements such as the following ones (Singh, Lin,
Mueller et al., 2002, 3) under the category of common knowledge.

® People generally sleep at night.
¢ Ifyou hold a knife by its blade, then it may cut you.

Common knowledge can be represented in computing by what is called a
frame, a data structure for representing a stereotyped situation, like going
to a child’s birthday party (Minsky, 1975, 2). The power of this theory lies in
its inclusion of expectations and other kinds of presumptions.

A frame can be a source of common knowledge used to fill in gaps in
an enthymeme. According to Schank and Abelson (1977), common knowl-
edge is based on a script, a body of knowledge shared by language users con-
cerning what typically happens in certain kinds of stereotypical situations,
and which enables a language user to fill in gaps in inferences not explic-
itly stated in a text. The research in Walton (2001) did not yield a general
solution to the problem of enthymemes, but did analyze several examples
of them found in ordinary conversational argumentation, showing that
implicit premises based on common knowledge are found in them.

The possibility remains that we might think that we could deal with
enthymemes by only using deductive logic, like syllogistic, to fill in missing
premises in an incomplete argument.

This possibility has been argued against by van Eemeren and
Grootendorst (1984, 127) using the familiar example of the argument that
John is English, therefore John is brave. Presumably, the unstated gener-
alization this argument is based on is not the universal one ‘All English
persons (without exception) are brave’ but the defeasible generalization
‘English persons are generally (but subject to exceptions) brave’. Paglieri
and Woods (2011, 464) used this argument as an example: Ozzie is an oce-
lot; therefore Ozzie is four-legged. They suggested that this argument rests
on the defeasible generalization ‘Ocelots are four-legged’, on the grounds
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that Ozzie’s failure to be fourlegged because of a birth defect would not
falsify the generalization.

Walton and Reed (2005) showed how argumentation schemes, repre-
senting forms of commonly used defeasible types of arguments, can be
applied to an argument found in a text of discourse and used to reveal
implicit premises needed to make the argument fit the requirements of
the scheme. This method of reconstructing enthymemes was shown to be
useful for revealing needed premises in an argument with implicit prem-
ises, even though it was conceded that it did not provide an automated
enthymeme system that could be mechanically applied to a given argument
in a text of discourse to reveal any implicit premises or conclusions in the
given argument. It is not hard to see how this method of finding needed
assumptions by using defeasible argumentation schemes works. Consider
this argument: my doctor says I need vitamin D, therefore I need vitamin D.
The missing assumption is that my doctor is an expert in the relevant field
(medicine). You can find the missing premise by using the scheme for argu-
ment from expert opinion repeated below from the Introduction for the
reader’s convenience.

Major Premise: Source [ is an expert in field F'containing proposition A.
Minor Premise: [ asserts that proposition A (in field F) is true (false).

Conclusion: A may plausibly be taken to be true (false).

Once the implicit premise ‘My doctor is an expert in the relevant field
(medicine)’ has been inserted into the incomplete argument, the argu-
ment fits the requirements of the scheme. Although the example is a simple
one, it shows how defeasible argumentation schemes can be used as tools
to be applied to a real argument in a natural language of text of discourse
to help an argument analyst find the unstated premise or conclusion in
that argument. Other schemes include the following ones: argument from
witness testimony, defeasible modus ponens (DMP), argument from anal-
ogy, argument from precedent, practical reasoning, argument from con-
sequences (positive or negative), argument from commitment, argument
from correlation to cause and abductive reasoning (inference to the best
explanation).

The capability of filling in missing parts of a given argument one is trying
to analyze can be provided by computer technology that assists the user to
build a visualization of an argument indicating the parts of the argument
structure that are based on argumentation schemes. This technology, along
with a set of argumentation schemes, shows promise in helping the user
to analyze an argument and complete it by filling in missing assumptions.
However, as we will see in examples of arguments analyzed later in this
chapter, more is required. To analyze examples of arguments with missing
parts we will need to be able to distinguish between the commitments of the
sender of the argument and those of the receiver to whom it was directed.
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As will be shown, this requires viewing an argument as a transaction between
sender and receiver. In other words it will require analyzing arguments in a
dialogue setting. There are formal dialogue systems for argumentation that
are proving to be useful for this purpose.

In the system of Black and Hunter (2008, 439), there are always two
agents that act as participants in a dialogue, and each of them takes turns
making moves called communicative acts. In their system, a move always
takes the form of a triple (Agent, Act, Content). For example, the communica-
tive act might be putting forward an assertion. The content of the assertion
would be the proposition that is stated in the assertion. Another type of
move is asking a question. A dialogue (439) is simply a sequence of moves
made from one participant to the other. Each participant in a dialogue
has a commitment store that grows over the course of the dialogue as new
propositions are inserted into it when a participant makes a move such as
putting forward an assertion or an argument.

A dialectical theory of enthymemes (Walton, 2008c) postulated three
bases for the enthymeme in a formal dialogue system CBVK: (1) the par-
ticipants’ commitment sets, (2) argumentation schemes shared by both
participants and (3) a set of propositions representing common knowl-
edge shared by both participants. The formal dialogue system CBVK is the
framework applied to model a notion of implicit commitment used to help
analyze incomplete arguments. The main feature of CBVK is its revealing
of implicit commitments as unstated premises or conclusions in arguments.
CBVK s a formal model of the type of dialogue called persuasion dialogue.
In this type of dialogue, there is a conflict of opinions identified at the
opening stages of a dialogue, and the goal of the dialogue is for the conflict
to be resolved by having an adversarial contest in which each of the two par-
ties brings forward its strongest arguments to support its viewpoint and uses
probing criticisms to attack the arguments put forward by the other side.
At the closing stage a decision is made, perhaps by an audience or referee
that examines and evaluates all the arguments on both sides, to determine
which side has the strongest chain of arguments supporting its viewpoint.
Persuasion dialogue is partly collaborative, because the participants need
to have some base of common knowledge and need to agree on rules for
making moves and generally for conducting the disputation, but it is also
highly adversarial in nature. The side with the strongest argument wins and
the other side loses.

CBVK is built on the previous literature on commitment in dialogue.
Walton and Krabbe (1995) built a model of argumentation in dialogue
based on Hamblin’s (1970) notion of commitment, in which a speaker’s
commitments do not depend on his or her mental states, but are instead
inferred from speech acts that he or she performs in a dialogue. In this
sense of the word, a commitment is different from a belief. You can be
committed to a statement without believing it is true. You are committed to
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a proposition when you have gone on record as having asserted it, where
assertion is modeled as a speech act in a dialogue. Hamblin (1970; 1971)
visualized a commitment store in a dialogue as a set of statements written
on a blackboard or stored in a database. As a formal dialogue proceeds,
in which parties take turns speaking following protocols governing each
move, propositions are added to or retracted from this store, depending on
what a speaker does at his or her move. If the proponent asserts a particular
statement at a given move, then that statement is automatically inserted
into his or her commitment store. While beliefs, desires and intentions are
psychological mental states, commitment is a normative notion, defined in
a dialectical framework and determined by moves made in a dialogue.

The motivation for studying incomplete arguments of Black and Hunter
(2008, 437) is that in order “to build agents that can understand real argu-
ments coming from humans, they need to identify the missing premises
with some reliability”. The computational model they build for this purpose
enables both the proponent and the recipient of an incomplete argument to
use the same common knowledge. Their model uses dialogue games made
up of communicative acts (speech acts that consist of moves in a dialogue)
and protocols, or sets of rules that determine whether or not it is legal to
make a move at any given point in a dialogue. The type of dialogue in their
study is called an inquiry dialogue, a collaborative type of dialogue in which
a group of agents — in the simplest case two — work together to prove a
central claim at issue by drawing on a knowledge base that contains a set of
propositions representing the evidence in the case. Inquiry dialogues are
especially useful in domains such as health care and science that are essen-
tially cooperative in nature. In their model they distinguish between what
they call the real argument, the incomplete argument actually presented
by the speaker and the intended argument, the completed argument that
speaker wishes to communicate to the recipient (Black and Hunter, 2008,
438). The two parties are able to fill in the missing parts and thereby make
the transition from the one argument to the other by using common knowl-
edge they both share.

2. Historical Background on the Enthymeme

The word ‘enthymeme’ derives from the Greek phrase en thumoi, mean-
ing ‘in the mind’. In modern logic textbooks, an enthymeme is taken to
be a syllogism in which one or more of the premises or the conclusion is
not stated explicitly but is held in the mind of the arguer. This meaning
of the term can be called the traditional doctrine of the enthymeme. To
explain why this doctrine has been set forth in so many widely used logic
textbooks, such as Copi (1986, 243-247), Burnyeat (1994, 4) offered the
answer: “because it was there in the books that Copi read, and for no other
(good) reason”. In turn, to explain how it came about historically that the


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9781139600187.003
https:/www.cambridge.org/core

70 Arguments with Missing Parts

traditional doctrine of the enthymeme was so widely entrenched in the
logic textbooks, Burnyeat carefully and extensively examined the ancient
sources. The main reason is a sentence in the Prior Analytics (70a10) cited
by Burnyeat (1994, 6): “an enthymeme is an incomplete (ateles) sullogismos
from likelihoods or signs”. This statement set in motion the tradition stem-
ming from the earliest commentators on Aristotle’s manuscripts telling us
that an enthymeme is a syllogism with one or more missing premises. Later
on, this view was expanded to include a syllogism with a missing conclusion.
A bit of misleading terminology that has helped to confound the issue is
that the Greek word sullogismos, although it looks like the word ‘syllogism’,
means something different from that, something much broader, even
though it could have a general meaning as well as technical meaning in
Aristotelian logic (Burnyeat, 1994, 14-15).

When Aristotle’s original manuscripts were found, they had to be labori-
ously transcribed. Some of the significant manuscripts wrote the sentence
in question from the Prior Analytics without the word ateles, while others
included it. But this word is omitted from the most significant manuscripts
(Tindale, 1999, 10). Another piece of evidence is that there are three dif-
ferent passages in the Rhetoric cited by Burnyeat (1994, 8) in which an
enthymeme is defined as a sullogismos constructed from likelihoods or signs.
So we have an interesting conflict here. Did Aristotle mean something dif-
ferent by the term ‘enthymeme’ when he was writing the Rhetoric, or does
the meaning expressed in the Rhetoric represent the correct definition,
meaning that the one given in the Prior Analytics is wrong? Burnyeat takes
the latter view, and he is not the first one to have done so. There has long
been a dissenting view that the traditional doctrine of the enthymeme is
untenable. According to Burnyeat (1994, 4), the traditional doctrine of the
enthymeme not only is mistaken as an interpretation of Aristotle’s writings,
but is also “totally useless”, even though it is comprehensive and orderly.

Sir William Hamilton (1874, 389-390) argued that the traditional view of
the enthymeme is a mistake caused by the later insertion of the word ateles
into the Aristotelian manuscripts by those who transcribed it, and later by
those who wrote commentaries on it. He called the traditional view of the
enthymeme a “vulgar doctrine” (1861, 153), arguing instead (1874, 389)
that the Aristotelian enthymeme is an argument based on “signs and likeli-
hoods”. He argued that arguments from signs are not deductively valid but
are instead a kind of inference based on a generalization that something
generally appears to be true, subject to exceptions. H-W.B. Joseph (1916,
350) also argued that Aristotle had in mind a species of inference based
on a defeasible generalization that holds only for the most part but can
be defeated by exceptions. According to Joseph (350), eikos is “a general
proposition true only for the most part, such as that raw foods are unwhole-
some.” Such eikotic generalizations are subject to exceptions, Joseph con-
tended, and eikotic (enthymematic) inferences based on them hold only
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tentatively. Joseph (350) cited arguments used in medical diagnosis as
examples. Traditionally, such inferences are said to be “probable”, but the
English word ‘probability’ (from the Latin probabilitas) misleadingly sug-
gests the modern probability calculus. Nowadays we call them defeasible
inferences of a kind different from those modeled by the standard Bayesian
axioms for probability.

Burnyeat also offered a hypothesis about what the term ‘enthymeme’
should really be taken to mean in Aristotle’s writings. His evidence sup-
porting these claims is comprehensive, and here we can offer only a brief
summary of it. He cited numerous examples from Aristotle of the kinds of
arguments called Aristotelian topics that represent what he (Burnyeat, 1994,
18) calls a “relaxed” or informal kind of reasoning that is different from the
kind of reasoning employed in a deductively valid argument. These infor-
mal patterns of argument are familiar to modern argumentation theorists,
where they are called defeasible argumentation schemes. Tindale (1999,
11) noted that many of the topics outlined by Aristotle in Book II, chapter
23, of the Rhetoric are the same as or similar to the defeasible forms of argu-
ment now called argumentation schemes. The advent of argumentation
schemes in the literature on argumentation brings to light serious concern
that the traditional doctrine of enthymemes is an obstacle to moving for-
ward to developing more precise methods of logical argumentation to iden-
tify and analyze arguments found in discourse.

3. A Reorientation of the Problem

What is the purpose of studying incomplete arguments? Is it to improve the
argument by making it more persuasive, by making it more logical or by
somehow transforming it into a form that is an improvement over the way
it was originally expressed in the given text discourse? Or is it a way to set
up the argument for critical commentary and evaluation by transforming it
into a form where logical tools can be applied to it? These are good ques-
tions, but for the present we need to find an entry point by reframing the
problem to be addressed. It seems straightforward that since the problem
of incomplete arguments traces back to the writings of Aristotle and other
Greek philosophers, and has since those times to the present always been
treated in logic textbooks, the aim of studying incomplete arguments is a
purely logical problem. The problem is one of how to interpret an argu-
ment given in a text of discourse in natural language in order to identify
the missing parts of the argument that are necessary to use the argument
or make sense of it for some communicative purpose. Another purpose
is the task of analyzing arguments of the kind found in natural language
discourse in order to apply logical tools to them. For example, it is assumed
that in teaching logic courses, a good deal of the usefulness of the course
lies in its capability of teaching students how to analyze and evaluate
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particular arguments found in real settings of the kind that is important
for the students to deal with. The capability of carrying out such a task rests
on the problem of how to find the missing parts of an argument. However,
as the examples to be analyzed below will show, the problem has broader
implications.

In multiagent systems of the kind currently used in distributed comput-
ing, agents have to communicate in order to carry out tasks that require
argumentation sequences where questions are asked and arguments are
put forward by one agent that need to be understood and responded to by
another agent. It would enhance the functionality of such computational
argumentation systems if the agents could communicate more economi-
cally by not having to state implicit premises and conclusions of their argu-
ments. It would also enhance effective communication and save resources if
their arguments could be put forward in a more condensed form by leaving
out parts that the other agent could easily insert from components found
in the knowledge base that the two agents share.

Still another application is to law where, as indicated by one of the exam-
ples treated in this chapter, abbreviated arguments are often put forward,
for example, in trials where evidence is being marshaled to prove a dis-
puted claim. In order to understand how such arguments are based on
legal reasoning by applying rules to facts, and on commonly used forms of
reasoning such as argument from witness testimony and argument from
expert opinion, it is often necessary to analyze the arguments carefully to
bring out missing assumptions in them. Knowledge about these missing
assumptions can be very important to the parties in a trial, for example, to
the lawyers to find the weak points in them during cross-examination. Still
more broadly, the capability to analyze incomplete arguments could be an
important tool in the field of artificial intelligence and law.

As will be shown in the examples of incomplete arguments to be analyzed
in the next sections, the so-called problem of enthymemes is by no means as
simple as it has been portrayed in the logic textbooks using the traditional
approach. In some cases, the missing assumption in a given argument is a
premise or conclusion. But in other cases, there is chain of arguments in
which the conclusion of one argument also functions as a premise in the
next one. In these cases the missing statement can be a premise as well as a
conclusion. This complicates matters. But in still other cases, a whole argu-
ment is missing that needs to be found and inserted into a tree structure of
argumentation where it provides a conclusion or premises needed to con-
nect a chain of argumentation together that has missing parts.

One of the most important tools for undertaking these tasks of argu-
ment identification, analysis and evaluation is the argument diagramming
method. A beginning point for evaluating any argument found in the text
is to construct an argument diagram to represent its premises and conclu-
sions, the inferences that join premises and conclusions, and chaining of
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arguments representing the sequence of argumentation as a whole. This
technique can now be assisted by the use of computational argument map-
ping tools such as Araucaria, Rationale and Carneades, as shown in Chapter
2. However, to apply any of these extremely useful tools, one has to assume
that the argument has already been analyzed, at least to some significant
extent, identifying its premises and conclusions. Here we run up against
the natural language barrier, because so many of the arguments found in
natural language texts are incomplete. To deal with this problem we need
to take into account commitments, common knowledge and other factors
of how an argument was used for some communicative purpose in a dia-
logue setting.

For these reasons, on the basis of analyzing four examples in the next
four sections, the proposal will be made that it is more useful to replace
the doctrine of enthymemes with the doctrine of incomplete arguments.
To understand what an incomplete argument is and why it is important, we
need to understand something about the context of what we are trying to do
in the field of critical argumentation. We are trying to help students of criti-
cal argumentation to identify, analyze and evaluate arguments of the kinds
found in everyday conversational argumentation, legal argumentation, sci-
entific argumentation and so forth. One of the most common tasks in this
field of study is to take a chunk of natural language discourse and identify
the arguments in it by using criteria of what constitutes an argument, and
from that point onward use other criteria to analyze the argument and to
evaluate it as weak or strong. One of the most important tasks of analyzing
an argument is to find its missing parts, because arguments are commonly
stated in natural language discourse in such a way that not all these parts are
explicitly stated. By missing parts, we refer to the propositions that make up
the argument, its premises and conclusion. In some instances, one or more
premises of the argument may not be explicitly stated. In other instances,
the conclusion of the argument may not be explicitly stated. It is widely
accepted by those of us who are familiar with and have had long experience
with trying to carry out the tasks of argument analysis that is extremely com-
mon for arguments to have such missing parts. Hence it is not possible to
go forward effectively with the task of evaluating these arguments without
having some way of analyzing the argument by identifying these missing
parts, even if the second task can be carried out in a professional manner
only by constructing hypotheses supported by textual evidence.

4. The Free Animals Example

In this section and the following three sections four examples of arguments
with missing parts will be analyzed. It will prove useful to pick a particu-
lar system of argument mapping and analysis to represent the structure
of argumentation in these examples. Because of its special advantages in
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There are no natural predators to
kill animals that are in captivity.

An'?ﬁis ':re freer | There are natural predators to | Common Knowledda
capuvity kill animals that are in nature. | 9
than in nature. L -

Mol o o e T me o -

f animals are in a place where there are no natural

|
predators to kill them, they are freer than if they are in |
I_a place where there are natural predators to kill them.

FIGURE 3.1 Argument Diagram of the Free Animals Example

relation to the task of analyzing arguments with missing parts, the Carneades
Argumentation System (Gordon and Walton, 2009) has been used.

The Carneades Argumentation System provides a method of visualizing
arguments that uses argumentation schemes and applies them to argument
construction (invention) as well as to argument analysis and evaluation
(Gordon, Prakken and Walton, 2007). Carneades has been implemented
using a functional programming language and has a graphical user interface
(http://carneades.github.com/). Carneades allows for variations on what
happens when a respondent asks a critical question (Walton and Gordon,
2005), and this feature will turn out to be a strong advantage when it comes
to analyzing incomplete arguments. It will enable an argument analyst
to represent not only the explicit premises of an argument on an argu-
ment diagram, but also the critical questions matching an argumentation
scheme, which can represent implicit assumptions. Carneades approaches
this distinction by distinguishing three types of premises in an argumenta-
tion scheme: ordinary premises, assumptions and exceptions. The ordinary
premises are the ones explicitly stated as premises of the scheme, but two
other kinds of premises are implicit. Assumptions are assumed to be accept-
able unless called into question. Exceptions are modeled as premises that
are not assumed to be acceptable and that can block or undercut an argu-
ment as it proceeds. Ordinary premises of an argument, such as assump-
tions, are assumed to be acceptable, but they must be supported by further
arguments in order to be judged acceptable.

We begin with a simple example that illustrates how missing premises in
an argument can be based on common knowledge and on an arguer’s com-
mitment. This argument, which we will call the free animals example, was
found on a Web site called “Animal Freedom” (http://www.animalfreedom.
org/english/opinion/argument/ignoring.html). The argumentis: animals
in captivity are freer than in nature because there are no natural predators
to kill them.

This argument is analyzed in Figure 3.1 using a Carneades argument
map in which the conclusion appears in a text box at the far left and the
premises are shown at the right as parts of a convergent argument. The plus
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sign in the node indicates a pro argument with all three premises being
parts of the same argument. The explicit premise and conclusion are shown
as propositions that appear in ordinary boxes (with solid borders). The two
implicit premises appear in the two boxes with the dashed borders.

In the free animals example, the implicit premise that there are natural
predators to kill animals that are in nature is classified as common knowl-
edge. The reason is that we all know and accept from common experi-
ences that in nature, animals are constantly killing each other. Cats kill
birds, bigger fish eat smaller fish, and so forth. This proposition is not
one that needs to be supported by evidence in order for it to be found
acceptable.

In contrast let’s look at the proposition that if animals are in a place
where there are no natural predators to kill them, they are freer than if
they are in a place where there are natural predators to kill them. This
proposition is controversial, and can easily be subject to doubt or disputa-
tion. The source of the example was a Web site called Animal Freedom
where controversial arguments about animals and animal rights are put
forward and disputed. The conclusion of the argument, the proposition
that animals in captivity are freer than in nature, seems paradoxical, or
at least questionable, because we normally assume that it is the animals
found in nature that are free, whereas the animals in captivity, in a cage,
for example, are less free, or perhaps not even free at all. So the claim that
animals in captivity are freer than in nature is one that cannot be classified
as common knowledge and that appears to represent a special position on
the issue of animal freedom that needs to be defended. We don’t know the
defense of this claim that was offered, but we can suspect that it probably
rests on a special meaning of the term ‘free’ in which an animal might be
said not to be free if it is constantly being attacked by other animals trying
to kill it. In other words, the proponent of the argument has a particular
viewpoint or position on the use of the term ‘free’ that the audience is try-
ing to get to accept his conclusion that animals in captivity are freer than
in nature do not accept as common knowledge. For this reason, on the
argument diagram, the proposition that if animals are in a place where
there are no natural predators to kill them, they are freer than if they are
in a place where there are natural predators to kill them, has been classi-
fied as an arguer’s commitment. This means that it is being represented as
a special commitment of the proponent of this particular argument used
to support the conclusion that animals in captivity are freer than in nature.
Because it is being represented this way, it is being classified as an argu-
ment that needs to be defended in order to be acceptable. And for this
reason, it is not being represented as common knowledge. It is not a com-
mitment of both parties to the discussion, but only a commitment of the
party who has put forward the argument.
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5. The Global Warming Example

The next example is still fairly simple, but introduces a few more
complications that are of special interest for the task of analyzing argu-
ments with missing parts. Here is the text of the argument, part of a persua-
sion dialogue on the issue of global warming: climate scientist Bruce, whose
research is not funded by industries that have financial interests at stake,
says that it is doubtful that climate change is caused by carbon emissions.
The structure of the argument is displayed in Figure 3.2.

In the Carneades-style argument map used to visualize the global warm-
ing example in Figure 3.2, the conclusion is contained in the text box at
the far left. It is an implicit conclusion of the given argument and is repre-
sented in a box with dashed borders. To the right of the conclusion, we see
four premises that are parts of an argument from expert opinion. The nota-
tion + in the node indicates that this pro argument that has been brought
forward to support the conclusion that it is doubtful that climate change is
caused by carbon emissions and is based on the four premises that appear
to the right of it. The first three premises represent the standard three
premises of the argumentation scheme for argument from expert opin-
ion. The implicit premises are the propositions that Bruce is a climate sci-
entist and that Bruce says it is doubtful that climate change is caused by
carbon emissions. To make the argument fit this argumentation scheme,
however, we have to add the additional assumption that a climate scientist
is an expert on climate change. So this additional premise has been added
and is contained in a dashed text box. Even though the one in the middle
is an implicit premise, all three of these premises are the ordinary premises
for the scheme for argument from expert opinion. In this example we can
use an argumentation scheme to find an implicit premise.

The next problem is to see where the explicit premise that Bruce’s
research is not funded by industries that have financial interests at stake
fits in. To see this, we have to recognize the function that this premise
has in the argument. Its function is proleptic, meaning that its function
is to respond to an objection that might be made by the other party, even
before the other party has put forward that objection in the conversational
exchange (Walton, 2008b). The minus sign on the node indicates this con-
tra argument. In other words, the intended recipient of the argument, the
audience, might possibly object to the argument from expert opinion by
counterclaiming that the expert, Bruce, is biased, for the reason that Bruce’s
research is funded by industries that have financial interests at stake.

To see why the argument is analyzed the way it is on the diagram, we have
to recall the critical questions matching the scheme for argument from
expert opinion (Chapter 1, Section 2).

CQ,: Expertise Question: How knowledgeable is I as an expert source?
CQy: Field Question: Is E an expert in the field Fthat A is in?


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9781139600187.003
https:/www.cambridge.org/core

5. The Global Warming Example 77

Bruce is a

climate scientist. |- ——————
Bruce’s research is not funded |
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——————— 1
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climate change is
caused by carbon I
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Bruce says it is doubtful that climate
change is caused by carbon emissions.
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FIGURE §.2 Argument Diagram for the Global Warming Example

CQy;: Opinion Question: What did E assert that implies A?
CQ,: Trustworthiness Question: Is E personally reliable as a source?
CQyj: Consistency Question: Is A consistent with what other experts assert?

CQg: Evidence Question: Is Is assertion based on evidence?

CQ), refers to the expert’s level of mastery of the field F; whereas CQ), refers
to the expert’s trustworthiness. For example, if the expert has a history of
lying or is known to be biased, these findings would undercut the assump-
tion that the expert is trustworthy. The bias critical question is treated as a
subquestion of the trustworthiness critical question. In other words, one of
the standard reasons for an expert source being classified as not trustworthy
is that he or she is biased (e.g., by having something to gain or lose). One
way of showing that Bruce is not trustworthy is to show that he is biased. But
some evidence of bias has to be given by the respondent in order to make
the exception refute the argument from expert opinion.

Looking at the argument diagram, we can see that there is an implicit
premise, the statement that Bruce is not trustworthy, represented in a
dashed box at the bottom part of the argument from expert opinion. The
arrow from the minus node to the node representing the argument from
expert opinion indicates that this argument is an exception that undercuts
the argument from expert opinion. This means that anyone who wants to
cast doubt on the argument from expert opinion by arguing that Bruce is
biased has to provide some evidence that Bruce is not trustworthy. Such
evidence would imply that the argument from expert opinion is no longer
sufficient to support acceptance of the conclusion that it is doubtful that
climate change is caused by carbon emissions. Even though this conclusion
may have formerly been accepted on the basis that the other three prem-
ises of the argument from expert opinion were accepted, now it would no
longer be accepted. If the exception were to be supported by evidence,
that move would be enough to shift the burden of proof back to the propo-
nent of the conclusion that it is doubtful that climate change is caused by
carbon emissions.
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So the missing parts of the structure of the argument in this example need
to be seen as deriving from not only the commitments of the speaker but
also those of the hearer, or audience to whom the argument was directed.
The issue is whether climate change is caused by carbon emissions. The
proponent of this particular argument is taking one side of the issue. He
or she is presenting reasons to support the thesis that it is doubtful that
climate change is caused by carbon emissions. The way this issue is framed
implies that there is an issue about whether climate change is caused by
carbon emissions, and the speaker is trying to persuade those who hold the
opposed view to accept his or her view. The audience to whom the argu-
ment is directed, we may presume, accepts the opinion that climate change
is caused by carbon emissions, or at least is not doubtful about this opinion.
Otherwise, there is no need for this argument. The speaker’s burden of
proof'is to persuade this audience that it is doubtful that climate change is
caused by carbon emissions.

Once all these contextual assumptions about the supposed purpose of
the argument are put in place, we can begin to see how the structure of the
argument is based on two additional implicit premises. One standard way to
attack the argument would be to argue that since Bruce is biased, he is not
trustworthy. We all know that in the climate change dispute one standard
way of attacking any argument based on expert opinion to the effect that
it is doubtful that climate change is caused by carbon emissions is to claim
that the expert source is somehow connected to industries that have finan-
cial interests at stake. For example, the scientist’s research might have been
paid for by corporate interests that have a financial stake in the issue. Since
all parties to the argument would be aware of these matters as common
knowledge, it would be a good rhetorical strategy for the speaker to rebut
this objection proleptically by including a premise argument that can fitinto
a chain of argumentation that effectively rebuts the exception of his or her
argument from expert opinion. In this example, the two implicit premises
shown at the bottom of Figure 3.2 are not commitments of the speaker. They
are commitments of the other party, who takes the widely accepted view that
climate change is caused by carbon emissions. The next example will also
involve missing parts based on the commitments of the respondent.

6. The Yogurt Example

The ad called “In Soviet Georgia”, designed by the Burson ad agency,
was run from 1975 to 1978 on TV and in magazines including 7Time and
Newsweek. The commercials presented shots of elderly Georgian farmers,
and the announcer said, “In Soviet Georgia, where they eat a lot of yogurt,
a lot of people live past 100”. Advertising Age ranked “In Soviet Georgia” as
number 89 on its list of the best 100 greatest advertising campaigns. Here is
a list of the propositions that make up the premises and conclusions.
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FIGURE 3.9 Basic Argument Diagram 1 of the Yogurt Example

¢ Explicit Premise: In Soviet Georgia, they eat a lot of yogurt.

¢ Explicit Premise: In Soviet Georgia, a lot of people live past 100.

¢ Implicit Premise: The eating of a lot of yogurt is causing the people in
Soviet Georgia to live past 100.

¢ Implicit Conclusion: If you want to live longer, you should eat a lot of
yogurt.

¢ Implicit Premise: You want to live longer.

® Implicit Conclusion: You should eat a lot of yogurt.

An analysis of the structure of the argument is shown in Figure 3.3.

Three argumentation schemes are marked on the diagram: practical
reasoning (PR), argument from sample to population (SP) and argument
from correlation to cause (CC). The most significant of the three in the
analysis given below is the argument from correlation to causation. In this
scheme, A and B are variables representing events or kinds of events.

¢ There is a positive correlation between A and B.
e This correlation is evidence that A causes B.
e Therefore, A causes B.

The notion of positive correlation means that wherever A has been
observed, B has also, and the instances in which both occurred together
can be counted. To say that A causes B means that A is one of a set of con-
ditions that are (when taken together) sufficient for the occurrence of B,
and A is also a necessary condition for the occurrence of B. In addition, A
is usually taken to be a condition of a kind that is subject to manipulation.
Many instances of arguments that fit this scheme are inherently reasonable,
even though they are defeasible and subject to further investigation by the
asking of critical questions. However, in some instances the argument can
be fallacious. There are eight critical questions matching the scheme.

1. Is there is a positive correlation between A and B?
2. Are there are a significant number of instances of the positive
correlation between A and B?
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3. Isthere good evidence that the causal relationship goes from A to B,
and not from Bto A?

4. Could there be other causes of B that are more significant than A?

5. Can it be ruled out that the correlation between A and B is
accounted for by some third factor C (a common cause) that causes
both A and B?

6. If there are intervening variables, then can it be shown that the
causal relationship between A and B is indirect (mediated through
other causes)?

7. If the correlation fails to hold outside a certain range of causes, then
can the limits of this range be clearly indicated?

8. Can it be shown that the increase or change in Bis not solely due to
the way B is defined, the way entities are classified as belonging to
the class of Bs, or changing standards, over time, of the way Bs are
defined or classified?

Evaluating an argument from causation to correlation is best carried out in
a dialogue format in which the asking of one or more of the critical ques-
tions above shifts a burden of proof to the proponent to answer the ques-
tion, or else he or she has to give up the argument.

An interesting discussion point in this example is whether the argument
commits the post hoc fallacy, the error of leaping prematurely from a cor-
relation to a causal conclusion. There are good grounds for concluding,
on the analysis above, that the argumentation in this case does commit the
post hoc fallacy. The analysis shown in Figure 3.3, along with the scheme
and critical questions, provides the right kind of evidence needed to sup-
port such a criticism.

The analysis of this case is interesting with respect to the theory of argu-
ments with missing parts because it shows not only an argument with an
implicit conclusion, but one with an implicit subconclusion used to link
one part of the argument with another. Also, two argumentation schemes
can be applied to the structure of the chain of argumentation. We essen-
tially have to chain two arguments connected to each other because an
implicit conclusion of the one argument functions as a premise supporting
the one premise in the other argument. Even more interestingly, it shows
instances of three arguments where the whole argument is composed of
missing parts. This observation reveals a whole new aspect of arguments
with missing parts. They are not just arguments with missing premises or
conclusions. Sometimes, as in this case, a whole chunk of the argumenta-
tion containing groups of premises and conclusions is nonexplicit, mean-
ing that whole implicit arguments need to be inserted.

The analysis can be extended further by drilling down to an even deeper
level by considering CQ, from the list of critical questions matching the
scheme for argument from correlation to causation: could there be other
causes of B that are more significant than A? This analysis is shown in
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FIGURE 3.4 Deeper Analysis of the Yogurt Example

Figure 3.4, where an exception to the scheme for argument from correla-
tion to cause is shown as an implicit premise in the bottom text box.

The implicit premise in the bottom box of Figure 3.4 is classified as an
exception because it has to be supported by evidence by the proponent
of the argument if the critical question is asked, or otherwise the argu-
ment fails. Hence by analyzing the yogurt example by drilling down to the
deeper level shown in Figure 3.4, we have exposed an additional assump-
tion that makes the argument more easily open to criticism. We have criti-
cally probed into the argument at a deeper level, once again showing the
process of drilling down.

It is also shown in Figure 3.4 how the exception might be supported by
additional evidence through argument at the lower left. This ad was suc-
cessful in the day when people were aware of the longevity of the farmers
in Georgia. It was widely thought to be a remarkable phenomenon because
there appeared to be no explanation for it. The ad exploited this common
knowledge successfully by allowing the reader to jump to an explanation
that served the marketers of yogurt products. The same ad would probably
not work today, as commonly held opinions about aging and nutrition have
changed. Some of the reasons are shown in Figure 3.4 at the bottom right.
Awareness of factors such as exercise and nutrition that influence longev-
ity have now become part of common knowledge. This common knowl-
edge makes it much easier for an audience to whom the ad might now be
directed to ask critical questions about other possible explanations of the
longevity of the people of Soviet Georgia.

The most significant theoretical problem for the analysis of incomplete
arguments posed by the yogurt example is that the implicit premises can be
classified neither as common knowledge propositions that are accepted by
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everybody nor as commitments of the proponent of the argument. Instead,
they appear to represent commitments of the audience to whom the argu-
ment was directed. More accurately, we can presume that they were taken by
the proponent of the argument, namely, the advertising agency, to be commit-
ments of the target audience to whom the advertisement was directed. This
way of analyzing the argument has a rhetorical aspect, and for that reason it
ties in with the concept of the enthymeme found in Aristotle’s Rhetoric, where
the enthymeme is portrayed as a useful device to persuade an audience.
What has been shown by the yogurt example is the lesson that to identify
the missing parts of an argument, an analyst needs to recognize different
levels of analysis. This is the process of going from a given level to a deeper
level of analysis by drilling down. It has been shown how understanding
more about this process of drilling down is vitally important to understand-
ing what one is trying to do when one engages in tasks of critical argumen-
tation, especially in the task of finding missing parts of an argument.

7. The Signal Light Example

To begin this section it is necessary to explain a form of reasoning called
defeasible modus ponens (DMP). An example from Copi and Cohen (1998,
363) can be used to illustrate DMP: if he has a very good defense lawyer,
he will be acquitted; Bob has a very good defense lawyer, therefore he will
be acquitted. This argument is defeasible, for even though Bob has a good
lawyer, he might not be acquitted. For example, here might be an excep-
tion if the lawyer for the prosecution is even better. Using the defeasible
conditional symbol =>, the form of DMP can be represented as follow.

Major Premise: A=>B
Minor Premise: A
Conclusion: B
Many defeasible argumentation schemes have the DMP form. Consider the

following version of the argument from expert opinion scheme with an
implicit conditional premise added.

Major Premise: Source L is an expert in subject domain § containing
proposition A.
Minor Premise: E asserts that proposition A (in domain ) is true (false).

Conditional Premise: If source Eis an expert in a subject domain S con-
taining proposition A, and E asserts that proposition A is true (false),
then A may plausibly be taken to be true (false).

Conclusion: A may plausibly be taken to be true (false).

More precisely, the argument from expert opinion has the following
structure.
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the car turned.

car was flashing just
before the car turned.

|
Bob signaled Lo e T 4 i :
his turn. (omR) |_|f ___________ assertion, that is a

the signal light was flashing ! | reason toacceptitas |
on Bob’s car just before it | frue- |

it a witness makes an

|
___________ 4

FIGURE 3.5 Argument Map of the Argumentation in the Signal Light Example

Major Premise: ([is an expert and £ says that A) => A
Minor premise: Eis an expert and £ says that A

Conclusion: A

This form of argument is a substitution instance of the DMP form.

Now we have explained the DMP scheme, we can present the fourth
example. In contrast to the previous three examples, this fourth one is not
areal example found in a text, but instances of it and cases very similar to it
are extremely common in legal argumentation, for example, in trials about
traffic accidents. It is a good case to illustrate the drilling down technique,
where the argument can be represented in a more simple and straightfor-
ward way, but then by bringing in more missing parts of it, we can analyze it
by exposing a deeper structure of its argumentation. Here is the explicitly
stated argument.

¢ The witness said he saw the signal light flashing on Bob’s car just before
the car turn.
® Therefore Bob signaled his turn.

The first way of analyzing the argument postulates the following three
implicit premises.

e If a witness makes an assertion, that is a reason to accept the assertion
as true.

¢ The signal light was flashing on Bob’s car just before the car turned.

e If the red signal light was flashing on Bob’s car just before the car
turned, Bob signaled his turn.

Connecting the implicit and explicit parts of the argument together using
the argumentation scheme for DMP, we get the argument represented in
Figure 3.5.

Drilling down, we can identify some additional missing parts.

¢ The witness was in a position to know whether the signal light on Bob’s
car was flashing just before the car turned.
¢ If a witness makes an assertion, that is a reason to accept it as true.
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The signal light on Bob’s car was flashing just before the car turned.
The best explanation of the flashing signal light is that the driver
pushed the turn signal indicator.

Bob was the driver of the car.

The normal way to signal a turn is for the driver to push the turn signal
indicator.

Now the problem is to see how these missing parts fit into the argument. To
do this, we have to use two argumentation schemes, the one for abductive
reasoning and the one for argument from witness testimony. An abductive
inference (Josephson and Josephson, 1994, 14) takes the following form,
where H is a variable representing a hypothesis.

Dis a collection of data.

H explains D.

No other hypothesis can explain D as well as H does.
Therefore His plausibly true.

Josephson and Josephson (1994, 14) evaluate abductive reasoning by the
following six factors that can be seen as representing critical questions.

1. How decisively H surpasses the alternatives

2. How good H is by itself, independent of considering the
alternatives

3. Judgments of the reliability of the data

How thorough was the search for alternative explanations was

5. Pragmatic considerations, including the costs of being wrong, and
the benefits of being right

6. How strong the need is to come to a conclusion at all, especially con-
sidering the possibility of seeking further evidence before deciding.

s

Abductive reasoning, on this account, is taken to be equivalent to inference
to the best explanation (IBE).
Next, we have to introduce the scheme for argument from witness testi-

mony (Walton, 2008d, 60).
Position to Know Premise: Witness Wis in a position to know whether
A is true or not.
Truth Telling Premise: Witness Wis telling the truth (as Wknows it).
Statement Premise: Witness Witates that A is true (false).

Conclusion: Therefore (defeasibly), A is true (false).

Arguments fitting this scheme can be evaluated using the six critical ques-
tions matching the scheme found in (Walton, 2008d, 60).

Using these two schemes, an analysis displaying how the missing parts
identified above fit into the argumentation is shown in Figure 3.6. In the
analysis of this example visualized in Figure 3.6, eight implicit parts are
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FIGURE 3.6 Argument Map of the Deeper Structure of the Signal Light Example

recognized. Starting with the argument on the bottom left, the argumenta-
tion scheme for argument from witness testimony (WT) is applied, reveal-
ing two implicit premises and the implicit conclusion that the signal light
on Bob’s car was flashing just before the car turned. Next, note that both
the argument on the right leading to the conclusion that the driver pushed
the turn signal indicator and the argument at the top right leading to the
conclusion that Bob pushed the turn signal indicator are composed wholly
of missing parts. Notice especially that the latter argument has one premise
based on common knowledge.

The two arguments along the top of Figure 3.6 are notidentified as fitting
any argumentation scheme. The method of identifying these arguments is
to realize that the sequence of actions represented in them forms a script.
Here is the action sequence (script): Bob moved his hand; by moving his
hand Bob pushed the turn signal indicator; by pushing the turn signal indi-
cator Bob made the signal light on his car flash; by making the signal light
on his car flash Bob signaled his turn. We can see therefore that common
knowledge could be exploited in further drilling down into the structure of
the missing parts of this example.

Notice that there are no argumentation schemes indicated as applying to
the two arguments shown at the top of Figure 3.6. However, we can notice
that the implicit premise shown at the top is based on common knowl-
edge about the normal way to signal a turn while driving a car. Figure 3.6
illustrates how this argument combines the two argumentation schemes of
argument from witness testimony and abductive reasoning, and combines
these with another argument based on a common knowledge premise. In
addition, this figure illustrates how three of the arguments in the chain of
argumentation are composed of premises and conclusions that were not
explicitly stated in the original argument found in the text.
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8. Lessons Learned from the Examples

The first problem with analyzing incomplete arguments is the terminological
one stemming from the traditional use of the term ‘enthymeme’ originating
from Aristotle and perpetuated in the logic textbooks for over 2000 years.
This tradition took the view that an enthymeme is a syllogism with a miss-
ing premise. Later the idea of the missing conclusion was added (Burnyeat,
1994), and also the idea of chaining syllogisms together in a sequence of
syllogistic reasoning. This way of treating incomplete arguments led to a
particular view of the best way to find the missing premise or conclusion.
On this view, all you need to do is to focus on a small argument with one
premise and one conclusion (or with two premises and a missing conclu-
sion), and then find the missing premise or conclusion and plug it in to
complete the argument. The analysis of the last three of the four examples
in this chapter has shown that this approach is too narrow. It has been
shown here that it is unrealistic and unproductive when applied by an argu-
ment analyst to realistic examples of incomplete arguments. It is a view that
is an obstacle to finding suitable examples of incomplete arguments by pre-
supposing that such arguments tend to be short syllogistic-like arguments
where there is an obvious missing premise or conclusion. The examples
analyzed in this chapter, all real or at least realistic examples, showed that
incomplete arguments of the kind that are most interesting to analyze are
simply not like that.

A problem with enthymemes cited in the literature survey in Section 1 is
that if a critic is allowed to fill in any proposition needed to make an incom-
plete argument valid, he or she may be inserting assumptions that were not
meant by the proponent to be part of his argument (Burke, 1985; Gough
and Tindale, 1985; Hitchcock, 1985). There is also the even more worri-
some danger of committing the straw man fallacy by attributing a premise
that distorts the argument in order to make it easier to refute (Scriven, 1976,
85-86). The methods for analyzing incomplete arguments applied in all
four examples deals with this problem by showing how the missing parts of
a given argument need to be based on the appropriate commitments of the
participants in the dialogue. The examples illustrate the requirement that
where the missing assumption is taken to be meant by the proponent to be
part of his or her argument, it needs to be shown that this missing assump-
tion is acceptable to the proponent, either as common knowledge accepted
by all parties to the dialogue or as representing one of the proponent’s
commitments in the dialogue. This method does not solve the problem of
how to analyze and deal with the straw man fallacy, but it does provide a
sound theoretical basis for moving ahead with the research on this problem
in Chapter 9. The first example, the free animals example, showed how an
analyst needs to distinguish between premises that are based on common
knowledge and premises that are based on commitment.
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The analysis of the last three examples in the chapter has also destroyed
another dogma about incomplete arguments, the idea that the commit-
ment that is the missing premise or conclusion is always the commitment
of the proponent who is putting forward the argument. Note that in the
free animals example, the second implicit premise, as shown in our analysis
of the argumentation in that example in Section 4, is classified as a com-
mitment of the proponent who put the argument forward. The proposi-
tion ‘If animals are in a place where there are no natural predators to kill
them, they are freer than if they are in a place where there are natural
predators to kill them’ was represented as a commitment of the proponent
used to support his or her conclusion that animals in captivity are freer
than in nature. The reason is contextual. The example came from a Web
site called Animal Freedom where debates about animal rights and similar
topics are conducted and recorded. The controversy is whether keeping
animals in captivity is an ethical practice, and so the type of dialogue is of
persuasion dialogue where there is a conflict of opinions on this issue. The
proponent’s argument cited in the example is arguing for the viewpoint
that it is ethically acceptable to keep animals in captivity, and his or her
argument represented in Figure 3.1 uses the conclusion that animals in
captivity are freer than in nature as one step forward in building a longer
argument to support his or her viewpoint as the ultimate conclusion in the
chain of argumentation. When posing the question of whose commitment
this implicit premise represents, contextual evidence suggests that it is a
commitment of the proponent of the argument, the person who put this
argument forward.

The situation is more complicated in the global warming example. The
implicit premise that a climate scientist is an expert on climate change,
we may reasonably presume, is fairly represented as a commitment of the
proponent of the argument. However, the other two implicit parts of the
argument, the statement that Bruce is not trustworthy and the statement
that Bruce is biased, are harder to classify. The arguer’s explicit premise
that Bruce’s research is funded by industries that have financial interests at
stake is meant to support the implicit premise that produces bias, which is
in turn taken in the next argument to support the conclusion that Bruce
is not trustworthy. This latter premise was represented in Figure 3.2 as an
exception. What can we say, then, about the two implicit premises that
Bruce is biased and Bruce is not trustworthy? Are they commitments of the
proponent of the argument, or are they commitments of the respondent or
audience to whom the argument was addressed?

It was shown by the analysis of the yogurt example that the implicit prem-
ises can be classified neither as common knowledge propositions that are
accepted by everybody nor as commitments of the arguer. They need to
be analyzed as commitments of the audience to whom the argument was
directed. As shown in the analysis of this example, they need to be seen
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as propositions taken by the advertising agency to be commitments of the
target audience. This analysis of the yogurt example needs to be seen as
having has a rhetorical dimension. It is about presenting an argument in a
way that not only is simple but is based on assumptions that the audience
accepts, and for these reasons is persuasive to the audience. This dimension
is tied in with the concept of the enthymeme found in Aristotle’s Rhetoric,
where the enthymeme is portrayed as a useful device to persuade an audi-
ence (Tindale, 1999).

Finally, the analysis of the signal light example showed the vital impor-
tance of analysis of incomplete arguments in legal argumentation. This
example illustrates all the features explained above, including common
knowledge, use of argumentation schemes and, most important, the tech-
nique of drilling down. As shown in Figure 3.6, this technique required the
insertion of two entire arguments in order to provide a finer analysis of
the argumentation structure of an initial argument that had only a single
premise and one conclusion.

9. Refining the Notion of an Argument

To help carry out the task of argument analysis in a useful manner, a pre-
cise account of what an argument is taken to be needs to be formulated.
The parts of an argument need to be specified, and the requirements for
what something has to be in order to constitute an argument need to be
explicitly stated. It has been shown by the analyses of the examples in this
chapter that the concept of argument required to fit into the procedure
of argument analysis useful for providing a method for finding the miss-
ing parts of an argument needs to see the concept of argument as having a
dual aspect. On the one hand, an argument can be represented as a chain
of reasoning visualized in an argument map. On the other hand, an argu-
ment needs to be seen as taking place in a context of a verbal exchange in
which the claim is being made by one party and in which the claim is subject
to doubt by the other party. According to Blair and Johnson (1987, 45), an
argument “cannot be properly understood except against the background of
the process which produced it — the process of argumentation”. This process
is initiated “by a question or doubt — some challenge to a proposition” (Blair
and Johnson, 1987, 46) and “is a purposive activity” in which each partici-
pant has the goal “to change or reinforce the propositional attitude of the
interlocutor”. Johnson (2000) offered a definition of the concept of an argu-
ment that requires an argument to have two basic components: an illiative
core and a dialectical tier. In the illiative core the reasons supporting a claim
are advanced. In the dialectical tier known or anticipated objections, alter-
native positions, criticisms, challenges, questions and reservations are dealt
with. The process of argumentation that takes place in the dialectical tier
assumes “a minimum of two participants whose roles can be identified as that
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of questioner and answerer” (Blair and Johnson, 1987, 45). Here we have a
concept of argument that is broad enough to work with a method for finding
missing parts of an argument. On this view, the illiative core represents the
reasons used to support a conclusion, and can include the chain of reason-
ing connecting premises and conclusions, the kind of structure visualized in
an argument map. The dialectical tier represents the notion that the conclu-
sion of an argument is a claim made by one party that is subject to doubt or
dispute by a second party, raising critical questions about the argument.

To adapt this dialectical notion of argument to the methods of argument
analysis used to identify the missing parts of an argument in this chapter,
the concept of argument has to be specified in another respect as well. A
distinction needs to be drawn between an argument as an abstract entity
and an argument as an item that occurs in some text of discourse, called
a text. An argument as an abstract entity can in some instances fit an argu-
mentation scheme. Instances of arguments can sometimes be easily identi-
fied by people putting them forward or by people hearing or reading them,
but not always. In a natural language text there is ambiguity, vagueness and
uncertainty about whether something was meant as an argument or not. In
addition, as shown, premises or conclusions in an argument found in a text
can be unstated.

The initial difficulty faced by the argument analyst is to determine
whether the piece of text chosen as the focal point for the analysis really is
an argument, as opposed to an explanation or some other speech act. He
or she needs to address this task before attempting to find the missing parts
needed to complete the argument. But to be able to identify an argument,
one has to work with a set of criteria that provides requirements that specify
the identifying characteristics of an argument. Moreover, this set of require-
ments has to be broad enough to incorporate the tools of analysis illus-
trated in this chapter, including argumentation schemes and the notion of
an arguer’s commitment to dialogue.

The following set of twelve requirements for identifying an argument
and its parts in a given case is tailored to the needs of the task of analyzing
an argument to find its missing parts, as illustrated by examples analyzed
in the previous sections. Arguments are sometimes hypothetical, but in the
normal case we have to deal with in analyzing arguments to find the missing
parts of them, the conclusion is a claim being asserted by the proponent of
the argument and the premises are meant to provide evidence to support
the acceptability of that claim. Hence the following set of requirements
reflects this viewpoint.

1. An argument is a set of propositions, some of which are designated
as premises, and in the simplest case, one of the propositions is des-
ignated as the conclusion to be proved.

2. An argument is an inference from the premises to the conclusion.
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10.

11.

12.

Arguments with Missing Parts

. Arguments can be chained together, so that the conclusion of one

argument is also a premise in another. This requirementis the excep-
tion to the simplest case cited in requirement 1.

An argument is contained in a speech act. In the kinds of cases of
incomplete arguments that are the targets of analysis in this chapter,
the speech act is that of an assertion, so that the premise and the
conclusion are claimed to hold.

. The conclusion is a claim, that is, an assertion being made by a

proponent.

The conclusion is subject to doubt by a respondent. To be an argu-
ment, as opposed to being an explanation, for example, the speech
act has to be directed toward providing evidence to overcome
doubt. The purpose of an argument (in this sense) is to prove
something.

The premises stated by the proponent, and the unstated ones as
well, are assumed to hold.

. An argument has a burden of proof, meaning that if questioned

or attacked using a counterargument, it needs to be supported by
evidence or the proponent must retract it. There are exceptions,
however, for example, a case where all the premises are common
knowledge.

. An argument can be attacked or put in question in three basic ways:

(1) by attacking the premise, (2) by attacking the conclusion, or (3)
by attacking the inference from the premises to the conclusion.
The two parties involved (in the simplest case), the proponent and
the respondent, take turns putting forward speech acts that are
made in moves in a dialogue.

Each move contains a speech act, an action that is made by a partici-
pant, and is subject to a response by the respondent (except for the
last move in the dialogue).

Arguments can have different forms. They can be of different kinds.
Some of these kinds are represented by argumentation schemes.

The traditional approach to enthymemes took into account only the first,
second and fifth requirements of argument stated above. The limitation
of this approach, as shown by the examples studied above, is that it failed
to take into account the remaining nine factors. As shown by the analy-
ses in these examples, to cite one factor, the traditional approach failed to
take the third requirement into account, the chaining of arguments. The
traditional account was working with a definition of ‘argument’ that is too
narrow to permit the kind of analysis of incomplete arguments shown to
be required in this chapter. In addition to these twelve basic requirements,
it should also be added that arguments have three kinds of premises: ordi-
nary premises, assumptions and exceptions.
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As shown in Section 3, the problem of finding the missing parts of
an argument has to be seen as part of the task of argument analysis of
the kind illustrated in this chapter. This procedure works by applying the
abstract structure codified by the twelve requirements to some text that
appears to contain an argument. First, the analyst tries to identify the con-
clusion, then he or she tries to identify the premises being used to support
the conclusion. To do this, he or she may have to examine the context in
which the argument was being used. For example, an argument used in
a newspaper editorial will be on some specific issue being addressed by
the author. Knowing something about the issue being addressed can be
very helpful in analyzing the argument in the text by determining what its
conclusion is supposed to be, judging by the textual evidence.

10. Conclusions

The best terminological hypothesis to move forward with is to abandon
the traditional terminology of enthymemes and, instead, base argument
analysis on the concept of an incomplete argument, defined as follows. An
incomplete argument can be a simple case of a one-step inference that
requires for its proper analysis using argumentation methods the insertion
of an additional premise or conclusion that was not explicitly stated in
the version of the argument given in the text. More complex cases, where
there is a chain of inferences (where the conclusion of an argument also
functions as a premise in a next one) require the building of an argument
diagram, or some comparable tool, along with argumentation schemes,
to analyze the structure of the argumentation. Argumentation schemes,
along with common knowledge, can be used to fill in missing premises and
conclusions in particular arguments that are parts of the wider structure.
However, as shown by the examples studied in this chapter, there is often a
need to drill down to a finer level of analysis. When this is done, often it is
necessary to fill in whole arguments where all the premises and conclusion
are implicit assumptions to make the sequence of reasoning in the chain of
argumentation hang together properly.

This procedure is shown in Figure 3.7. It starts at the left with the identi-
fication of something taken as an argument in a given text. The process of
analysis starts by identifying the claim made that is supposedly the conclu-
sion of the argument. This conclusion may be implicit or explicit. If it is
implicit, the process of adding the missing parts has begun already. Barring
this exception, the procedure carries forward to the next step for the pro-
cess of analysis to begin. The aim of this process is to identify the parts of the
argument more explicitly, and this process can be done by drilling down to
different levels. The next step is to add the missing parts, and this process is
based on the three components shown at the right side of Figure 3.7: argu-
mentation schemes, common knowledge and commitment in dialogue.
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FIGURE 3.7 The Process of Argument Analysis

Once the missing parts have been added, to whatever depth of analysis
is needed, the reconstructed argument is then produced as the end point
of the procedure.

The antiquated notion of enthymeme is insufficient for the needs of car-
rying out the task of argument analysis in such cases and, indeed, is even
an obstacle to it. Once the dual concept of argument, along with the set of
twelve requirements for identifying an argument in a given case, has been
adopted as part of the new method, the inadequacy of this traditional notion
of the enthymeme is revealed. When undertaking the process of argument
analysis, we are not just looking for a missing premise or missing conclusion
required to make the argument valid. We are trying to take the given argu-
ment available in the text and then using both the evidence of the text in
the abstract model of an argument as a normative tool. The aim is to carry
through with the process of analysis that produces the reconstructed argu-
ment at the other end. In many instances, this process requires building
an argument diagram that displays a lengthy sequence of argumentation.
In some instances, as shown by the examples in this chapter, several whole
implicit arguments may be revealed. By showing how to deploy the concept
of an incomplete argument using argument mapping technology of the
kind that can now be computationally assisted by software systems, these old
prejudices about the enthymeme based on inappropriate ways of defining
the basic concepts have fallen by the wayside.

The second main methodological conclusion of the chapter is that the
other tool needed for the analysis of these kinds of incomplete arguments
is the concept of an arguer’s commitment (Hamblin, 1970). The use of
this tool requires an approach that takes into account both the reasoning
core and the dialectical level. The new method of finding the missing parts
of an argument needs to view an argument as more than only a sequence
of reasoning of the kind that can be represented on an argument map. It
also requires seeing an argument as an orderly back-and-forth exchange
between two participants viewed as rational agents that express and possess
commitments that can be recorded in a commitment store. It requires an
ascent to the dialectical tier.
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Applying Argumentation Schemes

The aims of this chapter are to survey the resources available for the project
of building an exact method that will be helpful for the purpose of identify-
ing arguments in natural language discourse, and to formulate some specific
problems that need to be overcome along the way to building the method.
Itis argued that such a method would be useful as a tool to help students of
informal logic identify arguments of the kind they encounter in natural lan-
guage texts, for example, in newspapers, magazines or on the Internet. The
method proposed is based on the use of argumentation schemes represent-
ing common types of defeasible arguments (Walton, 1996b; Walton, Reed
and Macagno, 2008). The idea is that each scheme is associated with a set of
identifiers (key words and markers locating premises and conclusions), and
when the right grouping of identifiers is located at some place in a text, the
argument mining method locates it as an instance of an argument of some
particular, identifiable type (from a list of schemes).

The project is related to the development of argumentation systems in
artificial intelligence. One of these technical initiatives, outlined in Section
7, is the project of building an automated argumentation tool for argu-
ment mining. The idea is that this tool could go onto the Internet and
collect arguments of specifically designated types, for example, argument
from expert opinion. These technical initiatives are connected to the aim
of finding an exact method for argument identification in informal logic,
because the most powerful method would likely turn out to combine both
tasks. The most powerful method would have human users apply the auto-
mated tool to identify arguments on a tentative basis in a text, and then
correct the errors made by the automated tool. It is not hard to see how
even a semi-automated procedure of this kind could be extremely helpful
for teaching courses in informal logic.

As teachers of logic courses well know, judging whether an argument in
a given text of discourse fits some abstract form of reasoning is a sophisti-
cated task with which many beginning students in courses in argumentation
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and informal logic have recurring problems. Such courses are based on the
identification, analysis and evaluation of examples of arguments found in
magazines, newspapers and the Internet, or whatever other sources of text
materials are available. In order to do an adequate job of teaching an infor-
mal logic course, it is necessary to have access to examples of commonly
used arguments, and especially types of arguments that tend to be associated
with common fallacies, such as arguments from expert opinion, ad hominem
arguments or appeals to force and threats. As we all know, natural language
discourse is full of vagueness and ambiguity, and it can be very hard to pin
down a real instance of some text to see whether it fits any abstract struc-
ture like a form of argument. Having a procedure for assisting with this
task is simply a continuation of the kind of work that is being done every
day in teaching courses and writing textbooks in the field of informal logic.
However, more exact methods would enable us to find new examples more
easily and to document and store them so they could be easily reused.

There are two research initiatives currently under way in argumentation
studies that will likely prove to be very helpful to argument analysts con-
fronted with the task of identifying arguments in the natural language text
discourse. One is the project of classifying argumentation schemes in a tree
structure so that it could be determined how each scheme is related to
its neighboring schemes. The other is the project of finding identification
conditions for each scheme that could help someone engaged in the task
of identifying arguments by providing requirements that a given argument
in a text has to meet in order to qualify as fitting a particular scheme. This
chapter reports on some findings of this research.

1. Teaching Students of Informal Logic How to Identify Arguments

At the beginning, there are two specific tasks that need to be separated. One
is the task of identifying arguments as entities that are distinct from other
kinds of entities that occur in natural language discourse, such as explana-
tions. This is the task of distinguishing between arguments and nonargu-
ments. This task is far from trivial, as verbal indicators are often insufficient
to distinguish between something that is supposed to be an argument and
something that is supposed to be an explanation (van Eemeren, Houtlosser
and Snoeck Henkemans, 2007). The other task is that of identifying specific
types of arguments. The earlier book on argumentation schemes (Walton,
1996b) identified and described twenty-nine commonly used schemes that
represent types of arguments familiar to anyone with a beginner’s knowl-
edge of informal logic, as listed below.

1. Argument from analogy
2. 