IDENTIFYING AND ANALYZING ARGUMENTS IN A TEXT

In this paper, a survey of the main toolsrdfaal analysis of argumentative texts of
discourse is presented. The three main tools diecLis the survey are: (1) argument
diagramming, including automated systems for arqumisualization, (2) argumentation
schemes and (3) dialogue typologies. The focubefiiscussion is on defeasible
argumentation schemes rather than on deductivedactive forms of argument. The
main objective is to present an outline of a metthagly for the task of analyzing
argumentation in a given text of discourse fronmiical point of view. Typical of the
task of argument analysis is activity of the kihdtttakes place in a critical thinking
course where the instructor and the students amalyargument taken from a text of
discourse in everyday conversational argumentatosrexample an argument found in a
newspaper article or some similar media source.

These tools are then applied to the perepnaddlem of enthymemes, arguments with
an unstated premise, or unstated set of premises, onstated conclusion. The problem
is to find some technology for filling in the misgiparts, or at least for assisting a human
user with this task. This problem is a hard oné, r@mains unsolved so far, but here,
very briefly, a direction for research is indicatéthally, some remarks are made about
how situating a given argument in a conversatiagonatext should be seen as part of
carrying out the task of analyzing the argument.

1. Defining ‘Argument’ as a Type of Speech Act

The term ‘argument’ is often used in loose \wagonversational practice, a practice
that also often finds its way into logic textbookach that no clear distinction is drawn
between it and what is called ‘reasoning’. In (Wall990, p. 411) a distinction was
drawn between reasoning and argument, based @ssuenption that reasoning does not
always, or exclusively, occur in arguments. Faregle, a player can reason in game of
chess, where the reasoning need not necessaiitydmeargument. On this way of
viewing the matter, reasoning can be used in spaetshother than that of putting
forward and argument, as in the speech act ofinffean explanation of something.
Another distinction (p. 411) is that reasoning bamimless, whereas argument is
essentially goal-directed. Putting forward an argaotrshould be defined as a type of
speech act in a dialogue in which two parties pgdie. In an argument there is always a
claim made by the part called the proponent, argddhim is to be identified with the
statement that is designated as the conclusidmeddtgument. It is typically marked by
the textual indicator word ‘therefore’, or some garable word. An argument is a set of
statements, as we are so often told, and the rémyastatements are premises, meant to
support the conclusion, or give reasons for thparedent to come to accept it. The
purpose of putting forward the argument is to etrespondent to come to accept it, for
the primary characteristic of an argument is thatrespondent doubts the claim made by
the proponent. In some, but not all instancesrgspondent even presents an opposing
claim. What distinguishes an argument from an exgtian is that in an argument, the
conclusion is subject to doubt, and the purpogbefirgument is to remove that doubt.

In an explanation, in contrast, the thing to bel@xged, called thexplanandum, is
accepted by both parties as factual, as an evantdhlly happened, or as some statement



that really is true. The purpose is not to remdweerespondent’s doubt, but to help him
come to understand the event or statement in queesti

Thus the speech act of putting forward an zuent is different from the speech act of
asking a question. The aim of asking a questioratsmbe to remove the speaker’s
doubt, but the structure of how this aim is implatee is different than in the case of an
argument meant to remove doubt. In putting forvaardirgument, the speaker is trying to
get the hearer to accept something he didn’'t adeefpre, by presenting reasons why he
should accept it nowThe ultimate aim is to remove the hearer’s doubt settle the
unsettled issue in the larger dialogue that speakehearer are taking part in. In asking
a question, the speaker is not generally tryinga@nything so positive, although some
guestions function very much like arguments, waded questions and the like. The
extreme case is a rhetorical question, which hastinface structure of a question, but
from a speech act point of view has a function akimg a statement or of putting
forward an argument. Other borderline cases incindieect speech acts, like ‘Can you
pass the salt?’, that are superficially questiartgypically function as a request.

2. Asking Questions

Argumentation as a field should not be jusial@arguments. It should include not
only explanations and some other important kindspefech and acts. It should also
include a study of the asking of questions. Argutaion, of the kind that is important to
use critical argumentation to assess, is not jastenup of propositions and inferences. It
is also made up of questions. Questions are usepond to arguments that are put
forward, called critical questions. And it is thenmected sequence of questions and
answers that make up the dialogues that are thtexdsrin which arguments are used.
Questions often seem innocent and harmless engaghmight think, from a viewpoint
of critical thinking. After all, questions don’t rka assertions, in the way statements are
typically used to do, and questions don’'t have [semand conclusions, the way
arguments do. Perhaps for these reasons, the sygtestudy of questions has not been
taken seriously enough, as a branch of logic dicatiargumentation. But this branch of
critical argumentation is especially important ubpc deliberations of the kind vital to a
democracy. For as Best (2001) pointed out, intefligplanning in a democracy needs to
be based on social data collected by statistic#thoaks based on polls. The polls are
based on questions. But by manipulating these gusstthe media, politicians and social
activists can push and massage statistics andoegate social problems artificially.

The structure and wording of questions caretiaghly significant effects in statistical
polls and surveys, and on the inferences drawn theam. The outcomes of statistical
polls are heavily influenced by significant “resgereffects” stemming from the positive
or negative connotations a word has to the respudader from how the term is defined
for statistical purposes. For example, in makirsgadistical survey on poverty or
unemployment, the outcome can be that a statidtiadihg is moved upwards or
downwards, depending on how ‘poverty’ or ‘unemplbyerson’ are defined. Just as
statements and terms can be loaded to one sideafyament, producing a biased
argument, questions can also be loaded in muckatime way. A loaded question may

! The exception is the case of putting a hypothktimgument to explore something rather than advogat
it (or advocating it very strongly).



not make an explicit assertion, but it does hal@a or spin on it that can suggest a
proposition indirectly, by implicature and innuenuestions, in many cases, are not as
innocent or harmless as they might seem. In fa&ing the right questions, and
responding to them the right way, can be enormauéliyential in steering a dialogue in
a direction that may go towards (or away from)dbal the dialogue is supposed to
fulfill. For all these reasons, learning skillsagpfestioning and answering is one of the
most important aspects of critical argumentatidme $kills that need to be taught include
the following: learning how to detect hidden aridky implications of questions,

learning how to respond in a rational and consitraatay to such questions, learning to
recognize different kinds of questions, and leagriiow to answer them, when not to
answer them, and how to reply when an answer iamatopriate.

3. Explanations

One of the most common kinds of explanatiausél in everyday conversational
discourse is the type meant to answer a questioat d&dow something works. For
example, suppose Bob does not understand how §oacdpcument on both sides using
the office photocopy machine, and he asks Arlerexpdain how to do it. Neither are
experts, but she has used it many times beforeharm$sumes she knows how it works.
The aim is not to produce a scientific explanatbthe process of photocopying. What
Bob needs is to understand the sequence of a¢t®nseds to perform in order to get the
machine to do this type of job. He asks her, “Hawydu make it copy on both sides of
the page when the originals are one-sided?” Arkeagplanation tells Bob the sequence
of actions he needs to perform in order to getjftatdone. This how-to-do-it type of
explanation runs through a sequence of actionsgeds to be performed in order to
achieve an outcome.

The features of an explanation generally laa¢ it occurs in a dialogue in which one
party understands how something works while thergplarty (the questioner) lacks such
understanding. When the explainer offers an expilamghe questioner may simply
accept it, or he may ask further questions abaieiplanation. The questioner can
express his specific gaps of understanding, anebtpiiner can tailor her efforts to
addressing the aspects the questioner fails torstashel. Such an explanation requires
that some understanding of the thing to be exptais@lready shared by the questioner
and the explainer. But there is also a gap. Taubeessful, the explainer’s explanation
must remove the questioner’s expressed lack ofrstateling.

Speech Act Conditions for Explanation (Walton, 200483-84).

Dialogue Conditions

Dialogue Precondition: the speaker and the heaeeersgaged in some type of dialogue that has
collaborative rules and some collective goal.

Question Condition: The hearer asks a questionspiaific form, like a why-question or a how-questi
containing a key presumption.

Presumption Condition: The presumption in the qoastan be expressed in the form of a proposition
(statement) that is assumed to be true by botlepaithe presumption is a common starting poing or



previous commitment of both parties. It is a “gi%ewr data that is not in question, as far as tladodue
between the two parties is concerned.

Understanding Conditions

Speaker’s Understanding Condition: the speakesbag kind of special knowledge, understanding or
information about the presumption that the heaxrekd.

Hearer's Understanding Condition: the hearer lablsspecial knowledge, understanding or infornratio

Empathy Condition: the speaker understands howeheer understands the presumption, premises and
inferences, understands how the hearer expecgsthimormally go, and what can be taken for gchinte
these respects, according to the understandintediaarer.

Language Clarity Condition: in special cases, fheaker may be an expert in a domain of knowledge or
skill in which the hearer is not an expert, and ntlhisrefore use language only of a kind that trerdrecan
be expected to be familiar with and can understand.

Success Conditions

Inference Condition: the speaker is supposed tplgwm inference, or chain of inferences (reasaniimg
which the ultimate conclusion is the key presumptio

Premise Understanding Condition: the hearer is asggto understand all the premises in the chain of
reasoning used according to the inference condition

Inference Understanding Condition: the hearer psged to understand each inference in the chain of
reasoning.

Transfer Condition: by using the inference or ctafineasoning, the speaker is supposed to transfer
understanding to the hearer so that the hearemumoerstands what he previously failed to understaad
indicated by his question).

Understanding is a hard concept to define, becdngseircular question, ‘How can we
understand understanding?’ is posed. Rather thainording the question directly, it is
better to ask how gaps in understanding can leglfibased on common knowledge and
lack of knowledge. Research in Al and cognitiveesce tells us that agents can
communicate and understand the actions of othettapecause they share “common
knowledge” of the way things work in everyday liguch common knowledge can vary,
and gaps that one person has may be need todzkifilby knowledge that another has.
For example, Arlene can have some grasp of whatrBmpbe expected to know about
the photocopy machine, and also what he may beceegh@ot to know about it. As
Schank (1986, p. 6) put it, understanding is a¢spen” admitting of gaps and
gradations. One agent’s finding the explanatioereid by another useful is possible
because both share routines of acting and thinkistereotypical situations both are
already familiar with (Schank and Abelson, 197'Hey both know about these things to
some extent, but one may also learn that she ksome things that the other does not.
Transfer of understanding is filling such gaps.efd can transfer understanding of
special features of a situation or problem thatmbssesses but Bob lacks, as shown by
his question. She can answer his question suctigdsfuransferring such understanding
to Bob. Thus we can approach the defining of ‘ustderding’ by the negative route, if



we define it as the filling of a gap in knowledgedne party, provoked by the question
of the other party in a dialogue who shows evidesfcich a gap.

4. Defeasible and Plausible Reasoning

A defeasible argument is one in which the agion holds only tentatively, subject to
defeat as new information comes in, and is addédetpremises. The classic case is the
Tweety example.

Birds fly.
Tweety is a bird.
Therefore Tweety flies.

The first premise in this argument is a kind of g@fization, but not an absolutely
universal one that is meant to apply to all birgishout exception. It could be expressed
as saying ‘Generally (but subject to exceptiong]ily’, a kind of generalization that
leaves room for exceptional cases of birds thatatdly, like penguins or ostriches. In
the absence of evidence that the case of Tweaty &xception, the argument above
supports the conclusion and the statement that fimMiess is taken to hold. But it holds
only tentatively, and is subject to defeat by n@wwnstances. For example, Tweety
could be a type of bird that flied, like a candyyt he may have an injured wing. There
are many theories of defeasible reasoning in alfintelligence, so far, no one theory
has been definitively or widely accepted.

One of the unsolved problems is to precisefyn@ the different ways an argument
can be defeated. It is a commonplace in critidakihg that there are two ways of
attacking an argument. One way is to refute it I®spnting the counterargument that is
stronger than the original argument. The other isdg ask critical questions that
suspend the argument, undercutting its suppoitdaonclusion, but without defeating it
in the stronger sense of the term. Pollock (199&)vchn influential distinction between
two kinds of argument defeat he called rebuttinfgakers (defeaters simpliciter) and
undercutting defeaters (undercutters). A rebuttiefater gives a reason for denying a
claim (Pollock, 1995, 40), while an undercuttindgedger attacks the inference from the
reason to the claim rather than attacking the ctiinectly (p. 41).

Citing Pollock’s leading example of an undeteu(1995, p. 41) is the best way to
show what he had in mind.

For instance, supposdooks red to me, but | know thais illuminated by red lights and red lights can
make objects look red when they are not. Knowirg diefeats the prima facie reason, but it is n&sson
for thinking thatx is not red. After all, red objects look red in red lighb. This is amundercutting defeater

(Pollock’s italics in both instances).

There are various ways to analyze Pollock’s exapfpleone is to see it as based on a
generalization that is an implicit premise: wheroarect appears to be red, then
(normally, but subject to exceptions) it is redeTgeneralization, along with the observed
fact that the object appears red, acts as a prehaséeads by inference to the conclusion



that the object is red. The undercutter can be as@m opposed inference based on a
second generalization: when an object is illumiddte a red light this can make it look
red even though it is not. This new evidence légadbe undercutting of the support for
the previous conclusion that this object is rethére is any evidence that the object is, or
even may be illuminated by a red light. On Pollec&tcount (p. 41), this defeater is an
undercutting defeater but not a rebutting defea¢eause the object may still be red, for
all we know, despite the counter-argument above.ddw data undercuts the original
argument by removing the support of the infererindd between the premises and the
conclusion. Despite Pollock’s clear example, thelfarea of defining precisely how
arguments are attacked and defeated by opposechanggiremains problematic.

Another kind of reasoning that is being stddas important for critical argumentation
is called plausible reasoning (Rescher, 1976).ditdé&ireasoning can be illustrated by a
famous and ancient example described by both BfeddAristotle? There was a trial
concerning a case of assault of one man by andtherone was visibly bigger and
stronger than the other. The accused, appealitigetiury, asked them whether it
appeared plausible to them that he, the visiblyilemand weaker man, assaulted the
visibly bigger and stronger man. The jury foungthypothesis implausible. Why? One
answer is that the jury would be aware of the jil@itcome of such an attack, and they
would be aware that the smaller man would alsonme@ of it. Thus they could conclude
that the hypothesis that the smaller man attadkedbigger one (subject to further
circumstances that might apply) implausible. Bglitsthis kind of evidence is weak, but
case of assault with no witnesses could hang aiaabe of evidence, if it is just one
man’s word against the other’s. Even some inconayslausible reasoning on the one
side or the other could swing the decision in tfe to the one side or the other.

According to Rescher (1976), plausible reasgis different from probable reasoning
of the kind modeled by the probability calculus. that model, the probability value of a
statement no& is calculated at one minus the probability valtid. dHowever in the
bigger and smaller man example, this axiom doespply. It could be the case both that
the claim of the weaker man claim of the stronggalausible, and that of the stronger
man is also plausible, relative to the body of exick supporting it. In a case at trial,
there can be plausible arguments on both sidesexXample, the stronger man argued:
why would he attack this visibly smaller and weakem, when he knew that would
make it look very bad for him in courtThis case presents a conflict of opinions of the
kind loved by the Sophists, with plausible argursdat both sides.

Now we come to a big question. It appearsweaheed a third type of argument, in
addition to the deductive and inductive types guanent already studied in logic. But
what should we call it? Should this third type afament be called defeasible argument,
plausible argument, abductive argument, presumptigament, or something else? Or
should this third class be seen as a compositeesktcategories? The forms of argument
now commonly called argumentation schemes, destiib@Hastings, 1962; Perelman
and Olbrechts-Tyteca, 1969; Kienpointner, 1992;tdrgl1996), generally fit into this
third category. Most of them, as they are instaatianost commonly in everyday
argumentation, represent defeasible kinds of argtsrteat don't easily fit into the

2 Plato tells us that the two sophists, Corax arsig$i(middle of the fifth century BC) were the amifors
of this example, but AristotléRbetoric 1402al7 - 1402a28) attributed it to Corax.
% Here is a good example of a rhetorical questi@u@s an argument.



standard forms of deductive or inductive forms rgfuanent. They are better cast as
plausible arguments that give defeasible groundtefdatively accepting a conclusion as
plausible, assuming the premises are plausible.

5. Argumentation Schemes

Argumentation schemes most commonly repredefieasible but plausible forms of
argument that fit stereotypical types of argumesgdlin everyday conversational
argumentation as well as special contexts of uge|dw and science. Among the
schemes listed in (Walton, 1996) are: argument fegpert opinion (also called appeal to
expert opinion), argument from verbal classificatiargument from sign, argument from
example, argument from commitment, argument frositfpm to know, argument from
popular opinion, argument from lack of knowledgepe@al to pity, fear appeal argument,
argument from threat, practical reasoning (or arguinfrom goal to action), argument
from cause to effect, argument from waste (or stosts), argument from consequences,
argument from analogy, argument from precedensgue attackad hominem)
argument, argument from gradualism, and the slipplepe argument. Other schemes
that have been studied include argument from wéttestimony (also called appeal to
witness testimony), argument from temporal persisteand argument from appearance
(Pollock, 1995; Bex, Prakken, Reed and Walton, 2088w a total of more than sixty
such schemes are presented in a compendium of eshara forthcoming book,
Argumentation Schemes, along with a classification system for these sobe

Schemes have proved to be practically usefuiefaching students of critical thinking
how to recognize, analyze and evaluate common fofrasgument used in everyday
conversational argumentation (Walton, 2006). Eatiesie is seen as having a matching
set of critical questions. The method of evaluattofor the critic to identify the type of
argument in a given text of discourse matchingafitbe schemes, and then posing a
guestion from the set of critical questions matgttimee scheme. This method helps a
critic confronted with an argument to find weakmteion which the argument can be
guestioned. Three of the most prominent schemesaavepresented.

The scheme most often used to illustrate selsamthe one for argument from expert
opinion. The version below is from (Walton, 22068).

Argumentation Scheme for Argument from Expert Opinion

Major Premise: Sourde is an expert in subject domdincontaining propositioa.

Minor PremiseE asserts that propositigh(in domainD) is true (false).

Conclusion:A may plausibly be taken to be true (false).

Argument from expert opinion is in typical casqdausible but defeasible form of
argument. It is not generally a good idea to taleevtord of an expert as infallible, or to
defer to an expert without questioning what she sagd the tendency to do so in many

cases may at least partly explain why argument fgpert opinion can be fallacious. As
a practical matter, you can do much better if yaumepared to critically question the



advice given by an expert. Thus it is vital to appeal to expert opinion as defeasible, as
open to critical questioning.
Here are the six standard critical questioatching the appeal to expert opinibn.

1. Expertise Question: How credible i€ as an expert source?

2. Field Question: Is E an expert in the field th& is in?

3. Opinion Question: What didE assert that implie&?

4. Trustworthiness Question: Is E personally reliable as a source?

5. Consistency Question: Is A consistent with what other experts assert?
6. Backup Evidence Question: Is E's assertion based on evidence?

One can critically question an appeal to expemiopi by raising doubts about any of the
premises. The first question concerns the depkmo#ledge the expert supposedly has.
Is the expert a master or only a beginner, eveaghde or she is qualified? The second
guestion probes into the exact wording of whatetkigert said (whether quoted or
paraphrased). The third question raises the isswbether the expert may be an
authority in one field, while the statement she eslkes in another field. The fourth
guestion raises doubts whether the expert is paliyaeliable as a source, for example,
if she is biased, or has something to gain by ntakie statement.

One very common form of argumentation is gliedcted practical reasoning, often
called means-end reasoning.

Instrumental Scheme for Practical Reasoning (Walton, 2006, p. 301)
| have a goals.
Bringing aboutA is necessary (or sufficient) for me to bring abGut
Therefore, | should (practically ought to) bringpabA.
This form of argument should generally be rega@edefeasible, and it can be undercut
or defeated by asking any one of a set of stanzizddiritical questions.
A variant of the basic instrumental schemthésfollowing value-based scheme for
practical reasoning (Atkinson, Bench-Capon and MaBy, 2006).
Scheme for Value-based Practical Reasoning
| have a goaG.
G is supported by my set of valués,

Bringing aboutA is necessary (or sufficient) for me to bring ab@ut

Therefore, | should (practically ought to) bringpabA.

* Walton (2006, p. 88).



Values may be the background in cases of practeasioning, and may not need to be
taken into account. In such cases, the instrumsente@me can be applied. In other cases,
values may be crucial factors that need to be takeraccount. In theses cases, the
scheme for value-based practical reasoning neduls applied.

Abductive arguments are now often identifigthvinferences to the best explanation,
and both categories (or one, if they are the saane)¢losely related to plausible
inferences. An abductive inference begins withleection of data, or given facts of a
case. The several explanations of the given faets@sidered. The explanation that best
fits the facts is selected out as the conclusicadtapt. According to Josephson and
Josephson (1994, p. 14), an abductive inferencéhlea®llowing form.

D is a collection of data.

H explainsD.

No other hypothesis can explaias well adH does.
Thereford is probably true.

According to the analysis of Josephson and Joseplpsd4), the evaluation of an
abductive inference should be judged in relatioth&following critical questions.

How decisively doesl surpasses the alternatives?

How good isH by itself as an explanation, independently ofdhernatives?

How much confidence there is that all plausiblelaxgtions have been considered?
How good are the original data?

How can the cost of being wrong be weighed agdimesbenefit of being right?

How strong is the need is to come to a conclusi@aill agas opposed to collecting more
information?

A common example of abductive reasoning is the kinargumentation called argument
from sign. Suppose | see what appear to be bezstan the trail in Banff. | infer that a
bear was present on the trail earlier. There cbaldther explanations, but in the absence
of evidence to the contrary, the bear hypothesghtie the best explanation. Some
argumentation schemes can be analyzed as abdumiitvethers do not appear to fit the
abductive format without a lot of stretching.

6. Argument Diagramming and Schemes

The technique of argument diagramming is &lasthod of informal logic. An
argument diagram is made up of two basic compor{&néeman, 1991): (1) a set of
nodes (points) representing the propositions tieathe premises and conclusion in the
argument being diagrammed, and (2) a set of arjowsg the points. Each arrow
represents an inference. In automated argumentasiiaging systems, the node is a text
box in which the sentence representing the praposiippears. Thus such diagrams are
often called box and arrow diagrams. A sequengmits (boxes) connected by arrows
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represents a chain of argumentation. In an argudiagtam representing a mass of
evidence in a legal case, there is always a fimatlcision or ultimatg@robandum
representing the claim that is to be proved oraeetdoubt cast on it. This final
conclusion is supported by means of a chain ofragguation that usually has an earlier
conclusion as one of its premises, or even a stiirtgem.

A set of premises can go together to suppodrglusion in two ways that need to be
distinguished. In a linked argument, each prengsgependent on the other(s) to support
the conclusion (Freeman, 1991). In a linked arquiione premise is deleted, the
other offers much less evidential support for theatusion than the two do together. The
other way has a structure called a convergent aegtinm a convergent argument, each
premise provides independent evidential supporttferconclusion. Even if one premise
is deleted, the other still offers the same evidéstupport for the conclusion it did
before. Some diagramming systems, Bkaucaria, require the linked-convergent
distinction to be drawn, while others, likationale, do not.

Araucaria is an automated system of argument diagrammirtgctrabe used to teach
critical thinking skills in courses on informal iogRowe, Macagno, Reed and Walton,
2006). It is available as freeware on the Interrile user inserts the text of discourse
containing an argument as a text file idt@ucaria, and he/she can then use the software
to draw in lines representing each of the infersrioem the premises to the conclusions
in the argumentatiorraucaria is very helpful in representing the structurehsf t
argumentation in a visual way that displays itaypses, conclusions, missing
assumptions and the argumentation schemes on Wigaleasoning in the given case is
based. There are other systems of argument diagrajnmaw becoming widely used in
many areas of application, especially in law.

Verheij's system ArguMed enables defeasibigiaents to be represented in
argument diagrams. A defeater (rebuttal) of anm@ment is represented as another
argument where the conclusion is the opposite (f@geof the original argument. As an
example of an undercutter, Verheij (2003, p. 14duhe example of the critical
guestion, ‘Did experE not make a mistake?’ replied to an argument bardtie scheme
for argument from expert opinion. This method eaaldritical questions to be
represented as undercutters on an argument diagrasstructure of this undercutter is
visualized in ArguMed by the argument diagram gufe 1.

® The Araucaria software can be downloaded at no cost from tHewiimg location on the internet:
www.computing.dundee.ac.uk/staff/creed/araucaria




11

Conclusiot
7'y

E made a mistake

E is an expert.

E says that A.

Figure 1: Argument from Expert Opinion in ArguMedhdlercut by an Exception

The argument with only the premises in the twodratboxes would support the
conclusion provided the premises are acceptabsedban the defeasible argumentation
scheme for argument from expert opinion. But whenrtew premise in the top box is
added, the original argument is undercut, and stppothe conclusion is withdrawn.
Araucaria represents argument from expert opinion as adirsdkgument, and has a
tool that can be used to display the scheme odidtggam. This is shown in figure 2.

Argument from
Expert Opinion
A may plausibly be
taken to be true
(false).

|

Source Eis an E asserts that
expert in field F proposition A (in
containing field F) is true
proposition A. (false).

Figure 2:Araucaria Diagram for Argument from Expert Opinion

The premises in the two bottom boxes are showmksd. The critical questions
matching the scheme are not explicitly shown oratigeiment diagram, but can be found
in the menus for each of the schemes. Also, theybeashown as additional implicit
premises of the argumentation scheme. In figutbe8expertise critical question is
represented as an implicit premise.
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Argument from
Expert Opinion
A may plausibly be
taken to be true
(false).

|E is credible as an F

Lexpert source.

Source Eis an E asserts that
expert in field F proposition A (in
containing field F) is true
proposition A. (false).

Figure 3:Araucaria Diagram for Argument from Expert Opinion with Inpt Premise

It needs to be noted, however, that even thougdicarguestions can be modeled as
additional implicit premises on either of thesetsyss of argument diagramming, there
remains a general problem of distinguishing betwer#ital questions that are merely
undercutters as opposed to those that should beasedefeaters. The problem is to
distinguish how the asking of critical questiongtstthe burden of proof from one side
to the other in argumentation. There is currenticimresearch on this problem in
artificial intelligence studies.

The Carneades system (Walton and Gordon, 28§#3% with the problem posed by
classifying premises in argumentation schemesdisany premises, assumptions or
exceptions. Ordinary premises are assumed to eptadite, and must be justifiable to
make an argument acceptable. Assumptions are adgorbe acceptable unless called
into question. Exceptions are premises that arassiimed to be acceptable, but are
taken for granted for the sake of argument unlesg &are challenged. Ordinary premises
are premises that are already present as statetlseein a scheme, and so critical
guestions questioning them can be seen as redudamptions are premises that are
assumed to be true, while exceptions are prenfisegassumed to be false, even though
they may later be shown to be true.

An argument is defined in Carneades as a&tripade up of a statement designated as
the conclusion, a direction, pro or con, and aéeremises (statements). Arguments in
the Carneades system can be visualized using asiang diagrams in a way compatible
with conventions of the semantic web. A Carneadgsraent diagram visualizes an
argument as a directed graph in which the nodegitlaer represent statements or
arguments, and the arrows joining the nodes reptéskerences from a set of premises
to a conclusion, or from an argument to a conclusfm argument is identified by
recognizing its scheme, and its directiprg or con. Carneades has a dialectical
framework — local arguments are judged accepteepdable or not in relation to a global
issue being discussed. An issue functions as adéopkeeping track of the arguments
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pro andcon each position as the argument progresses thrinvegbetjuence of speech acts
in the dialogue (Gordon and Walton, 2006). A statehtan be accepted, rejected or at
issue. Whether a premise holds in any given arguoegrends on its dialectical status as
well as the type of premise it is classified as.

7. Enthymemes

The problem of how to analyze enthymemesfisiddamental and much studied
problem of critical argumentation. There has beeeraormous literature on the topic, as
the reader can see by clicking on 8oholar icon in Google and inserting the term
‘enthymeme’ in the search box. Despite this lit@rat spanning several fields, including
logic and rhetoric, very little appears to be knaatrout precise criteria that can be used
to fill in missing assumptions in enthymemes. If jwgt want to fill in missing premises
or conclusions needed to make an argument valedgeassumptions), the job is much
easier than if we want to fill in missing assump$ighat actually represent what the
arguer meant to say (used assumpti6iig)e latter are often based on presumptions
about expert knowledge, common knowledge, and dithges for the enthymeme.

Govier (1992, p. 120) classified a premisanmargument as expressicgnmon
knowledge if states something known by virtually everyonegrethough the matter is
dependent on audience, context, time and placeci&texamples like, ‘Human beings
have hearts’ and ‘Many millions of civilians havedn killed in twentieth-century wars’
(p- 120). On the analysis of Freeman (1995, p. 26&pposition is a matter of common
knowledge means that many, most or all people adgeulding the qualification,
“popularity is never sufficient to warrant accepteh Common knowledge has been
widely studied in artificial intelligence (SchankdAbelson, 1977). For example, the
open mind common sense system (OMG&)ludes statements like ‘People generally
sleep at night’ and ‘People pay taxi drivers toveliihem places’ under the category of
common knowledge (Singh, Lin, Mueller, Lim, Perkared Zhu, 2002, p. 3). These
statements are defeasible generalizations thatthi& common knowledge generalization
‘Birds fly’, can be defeated in special situatidhat are not known in advance.

(Walton, 2001) showed how enthymemes are diféesed on implicit premises that
can be classified as falling under the headingafmon knowledge. This paper did not
develop a general solution to the problem of engayies, but did analyze several
examples of them found in ordinary conversationglimentation, showing that implicit
premises based on common knowledge are commontylfouargumentation. (Walton
and Reed, 2005) showed how argumentation scheam@gsenting forms of commonly
used defeasible types of arguments, can be appli@d argument found in a text of
discourse, and used to reveal implicit premisesiegé¢o make the argument fit the
requirements of the scheme. (Walton and Macagrag)2€urveyed research on common
knowledge in artificial intelligence, combined theith an account of how law deals with

® Ennis (1982, pp. 63-66) drew an important distorcbetween needed and used assumptions. A needed
assumption in an argument is a missing propositioieh that (1) the argument is not structurallyectras

it stands, but (2) when the propositions in questite inserted, the argument becomes structurathgct

(for example, deductively valid). A used assumptioan argument is an unstated proposition thatéant

to be part of the argument by the speaker (arndab/lto be so taken by the hearer or audience).

" http://commonsense.media.mit.edu/cgi-bin/search.cg
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evidence based on common knowledge, and showedhese resources help to provide
a fuller understanding of how the notion of comnkaowledge works in argumentation.
The two examples below illustrate how these twaebas the enthymeme - common
knowledge and an arguer’s commitments — are usadatyzing arguments. They also
show how argumentation schemes can be used o file needed assumptions.

The first example is an argument found in & wige called Animal Freedom.

Animals in captivity are freer than in nature besmthere are no natural predators to kill them.

The conclusion is the statement that animals inivigpare freer than in nature.

The explicit premise is the statement that theeenarnatural predators to kill animals
that are in captivity. One missing premise is tfa¢esnent that there are natural predators
to kill animals that are in nature. Another missprgmise can be expressed as a
conditional: if animals are in a place where themeno natural predators to kill them,
they are freer than if they are in a place wheeedlare natural predators to kill them.
This second implicit premise can also be classéig@ generalization.

The basis of the first implicit premise is aoon knowledge. The second implicit
premise is not, however, an item of common knowdedigs a controversial claim that
would presumably be objectionable to those suppgpttie cause of animal freedom. It
seems to be based on a definition of ‘freedomedéht the conventional one, a use of the
word that is put forward to support the viewpoihthe opposed side. At any rate, we
would not want to classify it under the heading@fmon knowledge. We could classify
it as based on the arguer’'s commitment on the i@ Isut not the other.

The animal freedom example is diagramme#raucaria in figure 4. CK stands for
classification of an implicit premise under the ¢ieg of common knowledge, and COM
stands for classification of an implicit premisedenthe heading representing the
arguer’'s commitment reflecting her special view hott that of common knowledge.

Animals in captivity are freer
than in nature.

There are no natural predstors Fhe; a;ns@r; pre_dat;s ’!? I'Farﬁ'nagar;n a—pleEe v:he; |
to kill animals that are in kill animals that are in nature. ||there are no natural predators |
captivity. | CK |to kill them, they are freer than
________ if they are in a place where |
[there are natural predators to
; |
Ikl!l them.

coM |

— — —— —— — —

Figure 4: Implicit Premises in the Animal Freedorafple
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This first example shows how enthymemes can bedb@seommon knowledge and
arguer’'s commitment.

The second example shows how argumentaticenses are involved. It is taken from
commercial ad on TV (quoted insofar as the wordiaig be recalled, which may not be
exact).

Harry has an itchy scalp. He needs Scalpicin.

The conclusion is the proposition that Harry nesdalpicin. The explicit premise is the
proposition that Harry has an itchy scalp. Therg bmany ways of analyzing this
argument, but according to the one presented ba&ldwas the following four
propositions as implicit premises.

Harry needs something that would make his scallomger itchy.
Scalpicin would make his scalp no longer itchy

An itchy scalp is a bad condition or problem (negatvalue).

A bad condition is something that should be remaf/pdssible.

An analysis that shows how these four implicit pis&s fit into an argument supporting
the conclusion is displayed in figure 5.

Practical Reasoning
IHarry needs Scalpicin

Harry has an itchy scalp Argument from Negative |Scalpicin would make Harry's |
Malue scalp no longer tchy. ]
Harry needs something that — | L === — —
lwould make his scalp no
|Ionger itchy. |

———— — — — — p— ——_—

|An itchy scalp is a bad IIA bad condition is soTndEng_ |

Lcondﬂion (negative value). ]

Figure 5:Araucaria Diagram of the Scalpicin Example

The two argumentation schemes are displayed imdi§uAt the top, instrumental
practical reasoning is applied to the explicit pisamalong with two implicit premises, as
shown. The premise ‘Harry needs something that dvmake his scalp no longer itchy’
is taken to represent a goal. Under the text bothfat proposition, a scheme called
argument form negative value is applied to the tgroaining implicit premises shown at
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the bottom of the diagram. On this analysis, vélaged practical reasoning is shown to
combine instrumental practical reasoning with aentheme called argument from
values.

8. Types of Dialogue and Dialectical Shifts

It is often thought that interpreting a natlaaguage text of discourse is subjective,
and that therefore there is no objective evidehaédould be used to prove or disprove a
particular interpretation as rationally justifiedrmt. This common skepticism may be
based on the recognition that interpreting a speaetfs contextual. Determining what an
argument is, or should be taken to be, dependsmpion what was explicitly said, but
on the purpose of saying it within a conventioraiwersational setting. There are
different kinds of conversational settings, or tyjpé dialogue, and each has distinctive
structures, goals and rules. Knowledge of the caat®nal setting in which an argument
was used in helps a critic to determine what tigeirment is, what its non-explicit parts
should be taken to be, whether it is relevant éoissue of the dialogue, and what
standard of proof is appropriate for judging thecass of the argument.

The new dialectic recognizes six basic tydedialogue that represent different kinds
of goal-directed conversations in which argumeatais used: persuasion dialogue, the
inquiry, negotiation dialogue, information-seekitiglogue, deliberation, and eristic
dialogue. The properties of these six types ofodjaé are summarized in table 1.

TYPE OF INITIAL SITUATION | PARTICIPANT'S GOAL OF

DIALOGUE GOAL DIALOGUE

Persuasion Conflict of Opinions Persuade OtheryPartResolve or Clarify Issug

Inquiry Need to Have Proof Find and Verify Prove (Disprove)
Evidence Hypothesis

Negotiation Conflict of Interests Get What You Most| Reasonable Settlemen
Want Both Can Live With

Information- | Need Information Acquire or Give Exchange Information

Seeking Information

Deliberation Dilemma or Practical| Co-ordinate Goals and Decide Best Available

Choice Actions Course of Action

Eristic Personal Conflict Verbally Hit Out at | Reveal Deeper Basis of

Opponent Conflict

Table 1: Six Basic Types oabgue

When analyzing and evaluating an argument, eaahdfpialogue is used as a
normative model that provides standards for deta@ngiwhether a given argument was
used correctly or not in a given case. The texti@fourse in the given case provides the
evidence to critically examine whether and howdiven argument can be taken to be a
contribution to that type of dialogue.

In persuasion dialogue, the proponent hastacpkar thesis to be proved, while the
respondent has the role of casting doubt on tlesigshOne special type of persuasion
dialogue is called the critical discussion, whére goal is to resolve a conflict of
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opinions. In a deliberation dialogue, the goabisthe participants to arrive at a decision
on what to do in a given situation. Hitchcock, McBey and Parsons (2001) have built a
formal model of deliberation dialogue in which tesue is expressed in the form of a
governing question like, “How should we respondhe prospect of global warming?”
The central feature of argumentation in all theeg/pf dialogue is that the one side takes
the commitments of the other as premises in argtsn@m in the BDI model, the one
side takes the beliefs, desires, and intentiortseobther as premises in arguments. This
side uses these premises in argumentation thattawasds providing reasons to support
its ultimate conclusion, overcoming the doubtshef dther side.

A dialectical shift is a sequence of argumenitethat starts out as part of one type of
dialogue but then, during the sequence, the frametecomes that of another type of
dialogue. For example, when riding on our bikesway be having a persuasion dialogue
about whether a house or a condominium is the loetsgdence, but then, coming to a
fork in the bicycle path, we shift to a deliberatidialogue on the issue of which way to
go. There are several different kinds of dialettstdfts studied in (Walton and Krabbe,
1995, pp. 100-116). One common kind is the shifinfideliberation dialogue to
negotiation dialogue. Suppose a group of executivedaving a discussion in a business
meeting in a conference room about whether to laantew product, but then they start
to negotiate on who should take responsibilityrff@rketing the product. To properly
analyze and evaluate real cases of argumentasikingta dialectical shift into account
may be necessary. The classic case isdhmculum fallacy, where there can often be a
shift from persuasion dialogue to negotiation.

10. Summary: Judging Arguments in a Natural LanguBext of Discourse

The general method for judging a given argungdtically is to build up and
interpretation of the argument, or several comgetines, using the tools sketched out
above. The evidence is the text of discourse giNemmally we start with some printed
text, like an editorial from a newspaper or magazor text of that sort. It is important
the text should be printed, so that it is availdblall taking part in the analysis of the
argument supposedly contained in it. It is alsoartgmt that the text should be closed
off, so that everyone taking part in the exercese agree on what that text is, and what is
not explicitly stated there as well. This actuat fgrovides the data or evidence for the
process that will then take place. Often such aigseghosen because it contains, or
appears to contain, some interesting argument. Menyvéhat is not the exclusive reason.
As indicated, for example, an explanation or sopeesh act other than an argument,
may be the target text to which critical argumentatnethods are applied.

There are three primary tasks of critical angatation: identification, analysis and
evaluation of arguments found in a natural languageof discourse. The first task of
identification is to determine whether the arguntaotight to be found in the text is
really an argument. Explanations often look likguements, and in some cases it is hard
or even impossible to tell whether the speechraquiestion was really meant to be that
of an argument or an explanation. One has to jbggee context, and in particular, the
purpose the reasoning is being used for, in théezoof dialogue. In an argument the
conclusion is at issue, whereas in an explanati@nthing to be explained is taken to be
a fact or real event, not an unsettled issue. é¢f @an reasonably assume that the textual
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evidence justifies taking the text as an argumamd, analyzing it from that viewpoint,
the decision can be made to proceed to stage two.

The second stage of identification is the taisttetermining what the premises and
conclusions of the argument are, judging from &xtual and contextual evidence given
in the case. Typically, in a chain of argumentatitve conclusion of one argument may
also function as the premise of the next one. Wh&mining a text of discourse, the
conclusion is normally the first part of an arguitnémat needs to be identified. The
identification stage involves identifying the typetypes of argument involved. For
example, it could be an instance of practical resmgpor an argument from expert
opinion. The identification stage involves deletafrsome the original text judged to be
unimportant for the purpose of critical argumemtatiCharacteristic of the analysis task
is the problem of enthymemes. The analysis tasktisndependent of the identification
task, for as shown above, finding missing premenclusions may be assisted by
identifying the argumentation scheme.

The third stage of the identification taskasdentify what type of argument it is
supposed to be. Is it deductive or inductive, argib fall into the third class of defeasible
or plausible arguments? People sometimes argue #hsussue in a dispute. For
example, one may claim that the other’'s argumedédictive, while the other party
denies this, saying he meant it to be inductives Kind of dispute needs to be fought out
on the basis of the text of discourse and the atdiowvords and other evidence in it. The
dispute does not need to be resolved beyond abitdbut enough evidence has to be
there to reasonably justify for proceeding on adtlypsis about what is a reasonable
interpretation to go ahead with. In some casessidening more than one interpretation
may be the most reasonable course to take. lepkds on the textual evidence.

Little has been said about argument evaludtare, because it tends to be the hardest
task of the three, and involves a heterogeneousctioin of standards and methods. We
are all very familiar with deductive and inductinethods, and so what was presented
above stressed the latest developments, namelsthef methods for evaluating
defeasible arguments. The evaluation stage is bdetermining whether the argument is
strong or weak, correct or fallacious, by the regmient of the scheme for that type of
argument, and by the standard of proof appropfaatthat type of dialogue. It is often
very helpful to know where the argument came frivas it from a textbook, a
newspaper editorial, a commercial advertisemerd, legal case?

One of the main tools useful at all three staig the argument diagram identifying
whole chains of reasoning from the explicit prersjsecluding the implicit statements
added in, to the ultimate conclusion. The next s&eap determine the standard of proof
appropriate for the type of dialogue the argumepiart of. The third step is to take the
reconstructed chain of argumentation representéteidiagram, and judge whether it is
relevant, meaning whether it is useful as parhefdhain of argumentation needed to
prove or raise doubt about the ultimate conclusibissue in the dialogue. Many other
tasks can be undertaken, like judging how stroegatigument is, by some standard, and
whether it meets standards like ‘preponderanceidkace’ and ‘beyond reasonable
doubt’. One of these tasks is to look for spedifitects or shortcomings that can be
identified with fallacies.
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