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Introduction

Abductive inference, commonly called inference to the best explana-
tion, is reasoning from given data to a hypothesis that explains the data.
Abductive inference is very common in forensic evidence. For example,
if pieces of a knife blade are found in the window frame of a house
where a burglary occurred, the best explanation may be that entry took
place by someone’s prying open the window with a knife. Abductive
inference has been recognized as centrally important in artificial intel-
ligence (AI), but many in the social sciences and argumentation are not
familiar with abduction or have only an unclear or uncertain idea of
it. This book presents a clear account of abduction accessible to non-
specialists in the philosophy of science or computing.

Abductive inference has most often been seen as an important kind
of reasoning used at the discovery stage of scientific hypothesis forma-
tion and testing. Charles S. Peirce, the American pragmatic philosopher
and scientist who coined the term “abduction,” emphasized its scientific
importance. The recent book on abduction by Magnani (2001) has con-
centrated on abductive reasoning in scientific discovery. An earlier book
on inference to the best explanation (Lipton, 1991) also, understandably,
stressed the scientific uses of abductive inference. Lipton admitted (p. 4)
that he left a gap when he “neglected the various approaches that work-
ers in Artificial Intelligence have taken to describing inference.” Two
technical books have been written on abductive inference from a point
of view of Al: Peng and Reggia (1990) and Josephson and Josephson
(1994). The present book fills a gap not only by giving a clear explana-
tion of the approaches taken in recent work in Al but also by consider-
ing the role of abductive inference in everyday argumentation. In con-
trast to the belief-revision approach taken by Magnani, this book takes
a commitment-based approach of a kind that has been developed in
recent work in argumentation theory and computing. Although the new
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theory is applied to cases of scientific and medical reasoning, it takes
more of its data from examples of abductive reasoning from Anglo-
American evidence law.

Chapter 1 introduces the reader to abduction by showing not only
how the idea was presented by Charles S. Peirce but also how the notion
evolved historically. Chapter 1 surveys the literature on scientific dis-
covery and introduces the reader to some of the tools of argumentation
analysis needed to understand abductive reasoning. Abduction is ana-
lyzed as inference to the best explanation of a given set of facts, and thus
the notion of explanation is central to it. But previous attempts to give
any analysis of abduction have been obstructed by the very large prob-
lem of how to explain explanation. Chapter 2 draws on recent tech-
niques used in Al especially in the areas of expert systems, multiagent
systems, and plan recognition technologies, to develop a new dialogue
model of explanation. For example, it has been found in the develop-
ment of expert systems that the user must sometimes be able to ask the
system for an explanation, and, to provide it, the system must offer a
reply to the user’s question that the user understands. In this model an
explanation is defined as a process in which a respondent gives under-
standing to a dialogue partner who has sought it by asking a question.
This new and powerful dialogue model of explanation yields a much
deeper analysis of abductive reasoning than was heretofore possible. This
model of explanation is central to a new field called computational dia-
lectics, which provides formal models of types of dialogue in which
rational agents communicate with each other. Computational dialectics
provides the framework for the new theory of procedural rationality
presented in chapter 3.

The analysis uses a new software system of argument diagramming
called Araucaria to analyze defeasible (nonmonotonic) arguments of a
kind familiar in Al. A common sort of example from medical diagnos-
tics is the following argument: “If Bob has red spots, Bob has the measles;
Bob has red spots; therefore Bob has the measles.” The structure of this
common form of argumentation is analyzed in chapter 4. Such argu-
ments are closely tied to causal explanations in many instances. The
problem 1is that no theory of causality is widely accepted in science or
philosophy, and previous attempts to define causality have proved to
have insuperable difficulties. Chapter 5 shows how viewing causal rea-
soning as a form of abductive inference provides an approach that re-
moves many of these difficulties. The new approach is illustrated by legal
examples of trace evidence and disputes about causation in torts. This
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chapter shows how the abductive model throws new light on such
causal fallacies as the post hoc fallacy, the error of leaping too quickly
from an observed correlation between two events to the conclusion that
one caused the other.

The method for evaluating abductive arguments set out in chapter 6
is built around two argumentation schemes applied to forward and
backward reasoning in a dialogue process. The model portrays query-
driven abduction as a dialogue process of discovery in which a question
is asked by the forming of a hypothesis, and answers are given in the
form of explanations. Explanations are elicited from facts as these facts
are pieced together and marshaled in sets of statements called accounts,
filled out by inserting implicit assumptions as new data are collected in
an investigation. The best explanation is selected out of this process.
Chapter 7 presents several unsolved problems that can be better formu-
lated in light of the new theory of abduction set out in the previous
chapters. Chapters 6 and 7 open new avenues to solving these problems
by revealing how abductive reasoning provides evidence to support a
hypothesis through a discovery process of questioning and answering in
which competing accounts are examined by probing into the weak-
nesses in them.






Abductive, Presumptive, and Plausible Arguments

Three kinds of inference—abductive argument, presumptive argument,
and plausible argument—are often confused. And it is not too surprising
that they are confused. They seem to be quite similar in representing a
kind of uncertain and tentative reasoning that is very common in every-
day thinking, as well as in special contexts such as legal argumentation
and scientific hypothesis construction. And although there is quite a bit
of writing on all three types of argument in logic, artificial intelligence
(AI), philosophy of science, and cognitive science, there seems at this
point to be no widely agreed upon systematic theory that clearly distin-
guishes between (or among) the three in any precise way. A related no-
tion in the same category is inference to the best explanation, now
widely taken (see below) to be the same as abductive argument. The
purpose of chapter 1 is to survey how these related terms are used in
the literature and to determine what the main differences are between
(or among) them. The aim is thereby to elicit a basis for making a clear
distinction between (or among) them that should help to explain and
clarify these differences. On the basis of this survey and analysis, tenta-
tive definitions of all these related concepts will be proposed. The defi-
nitions are not meant to be the final word that closes oft all discussion
of the matter. They are put forward as tentative hypotheses meant to
clarify the discussion and move it forward constructively.

The current convention is typically to postulate three kinds of
argument—deductive, inductive, and the variously named third cate-
gory: abductive, presumptive, defeasible, or plausibilistic.' This conven-
tion poses an important question. Should one of these variously named
types fit in as the third kind of inference contrasting with the other two?
Or should all of them fit into that category? Or should some subset of
them fit? Or should some of them be nested under others as subcate-
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gories? The situation is complicated, and the terminology is unsettled.
Many logic textbooks either do not recognize the third category at all
or show uncertainty about what to call it. Recent work in argumenta-
tion theory has studied forms of argument fitting into the third cate-
gory. These forms are called argumentation schemes. The arguments
fitting the schemes appear to be neither deductive nor inductive. Could
they be classified as abductive, or is that the wrong word? These ques-
tions are perplexing, but seem to be very important not only for logic
and computer science but also for many other fields, such as law, where
such arguments are so commonly used as evidence. Another question is
how abduction is related to argumentation schemes. These stereotypical
forms of argument, such as argument from witness testimony and argu-
ment from expert opinion, have traditionally been classified as fallacies
but can often be reasonable forms of argument used as legal evidence.
Some examples of schemes are introduced in this chapter, and it is
shown how they can be used in a new automated method of argument
diagramming.

ABDUCTIVE INFERENCE

To begin, it is useful to review the definitions of “deductive argument”
and “inductive argument” offered in the most widely used logic text-
book. According to Hurley (2000, p. 33), a deductive argument is “an
argument in which the premises are claimed to support the conclusion
in such a way that it is impossible for the premises to be true and the
conclusion false” Or to put it another way, if the premises are true, then
necessarily the conclusion is true, where the adverb “necessarily” applies
to the inferential link between the premises and the conclusion. An in-
ductive argument (Hurley, 2000, p. 33) is “an argument in which the
premises are claimed to support the conclusion in such a way that it is
improbable that the premises be true and the conclusion false.” The in-
ferential link between the premises and the conclusion here is not one
of necessity but of probability. But what is probability? Although logic
textbooks generally agree on how they define a deductively valid ar-
gument, there are many differences on how they define probability.
The most popular approach is called the Bayesian interpretation, which
defines probability in terms of degrees of belief about events. In the
Bayesian formalism, measures of belief follow the basic axioms of the
probability calculus (Pearl, 2000, p. 3). One is that probability is mea-
sured as a fraction between zero and one. Another is that the probability
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of an event not occurring is defined as one minus the probability that
the event does occur. Conditional probability, the probability of one
event given the probability of another, is a very important defining
characteristic of the Bayesian approach.” Independence of events is as-
sumed as a requirement of applying the Bayesian formalism to them.
When it is said that event A is independent of event B, it means that our
belief in A remains unchanged on learning the truth of B (Pearl, 2000,
p- 3). To apply Bayesian probability to a set of data to infer a conclusion,
one has to assume that each event in the data set is independent of the
other events. At any rate, this rough account gives the beginner a basis
to contrast the abductive type of inference to what can be taken, on
commonly held criteria, to be deductive and inductive inference.

Abductive inference is a notion that has become familiar to some
of us, but the idea is a relative newcomer as something that is widely
known or accepted in logic. There seems to be quite a bit of uncertainty
about exactly how the notion should be defined. It is thought that the
American philosopher Charles Saunders Peirce was the originator of the
notion of abduction. But that, too, is somewhat uncertain, in my opin-
ion, even though Peirce’s work on abduction is strikingly original and
deep.” An article by Harman (1965) is also often assumed to introduce
the notion of abduction to philosophy. Harman’s article makes no spe-
cific mention of Peirce’s work on abduction. Perhaps Peirce’s work had
not been “rediscovered” in 1965. Many readers of this book may have
only a fuzzy notion about what abduction is, or is taken to be, although
they can be expected to have firm opinions on how to define deductive
and inductive inference.* Hence the best way of introducing the notion
is to begin by describing some examples used by Peirce to contrast ab-
ductive inference with deductive and inductive inference.

The definitions from Hurley above are about premises “claimed” to
support a conclusion. But such claims contain success conditions. A good
point at which to begin is to describe what are usually taken to be the
success criteria for all three types of inference.” In a deductively valid
inference, it is impossible for the premises to be true and the conclusion
false. In an inductively strong inference, it is improbable (to some de-
gree) that the conclusion is false given that the premises are true. In an
abductively weighty inference, it is implausible that the premises are
true and the conclusion is false.® The abductive type of inference tends
to be the weakest of the three kinds. A conclusion drawn by abductive
inference is an intelligent guess. But it is still a guess, because it is tied
to an incomplete body of evidence. As new evidence comes in, the guess
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could be shown to be wrong. Logicians have tended to be not very wel-
coming to the idea of allowing abductive inference as part of logic,
because logic is supposed to be an exact science, and abductive inference
appears to be inexact. Certainly it is not final. It would seem to be more
fallible and conjectural than the other two types of inference.

Abductive inference has often been equated with inference to the
best explanation. Harman (1965, pp. 88—89) wrote that “inference to the
best explanation corresponds approximately to what others have called
abduction” According to Harman, various kinds of reasoning can be
shown to be instances of inference to the best explanation. One kind he
cited is that of a detective who puts the evidence together to arrive at
the conclusion that in a murder case the butler did it (p.89). Another
kind of case is that of a scientist inferring the existence of atoms and
other subatomic particles (p. 89). Another is the use of witness testimony
in which we infer that the witness is telling the truth (p. 89). Harman
explicated the latter case of inference to the best explanation as follows
(p- 89). Our confidence in the testimony is supported by there being no
other plausible explanation than that the person actually did witness the
situation described. Hence we draw the conclusion, by inference, that the
witness is telling the truth of the matter. It is interesting to note that
two of the three kinds of cases cited by Harman show the fundamental
importance of abductive inference in legal argumentation.

Abduction is often associated with the kind of reasoning used in the
construction of hypotheses in the discovery stage of scientific evidence.
A good idea of how abductive inference works in scientific reasoning
can be gotten by examining Peirce’s remarks on the subject. Peirce
(196511, p. 375) described abduction as a process “where we find some
very curious circumstance, which would be explained by the supposi-
tion that it was a case of a certain general rule, and thereupon adopt that
supposition.” The description given by Peirce suggests that abduction is
based on explanation of a given fact or finding, a “curious circum-
stance.”” The words “supposition” and “adopt” suggest the tentative na-
ture of abduction. As noted above, you can accept an abductively de-
rived conclusion as a provisional commitment even if it is subject to
retraction in the future. The expression “general rule” is significant. Ab-
ductive inferences are derived from the way things can normally be
expected to go in a familiar kind of situation, or as a “general rule” A
general rule may not hold in all cases of a certain kind. It is not based
on a warrant of “for all x,” as deductive inferences so often are. It is not
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even based on a finding of most or countably many cases, as inductive
inferences so often are. It holds only for normal or familiar cases and
may fall outside this range of “general rule” cases.

Archeology provides many excellent examples of abductive reason-
ing. Leakey and Lewin (1992, pp. 28-29) described how a fossil hunter
recognized a partially exposed bone fragment as part of a hominid skull.
It was flattish, the slight curvature indicating it was part of a skull of a
large-brained animal. The other observation pointing to the conclusion
that the skull was hominid was that the impression of the brain on the
inner surface was very faint. The inference to the best explanation of
these observations was the fragment was part of a hominid skull. This
plausible hypothesis was a reason for carrying the investigation forward
and doing some more excavations, leading to the discovery of a nearly
complete homo erectus skeleton. Shelley (1996, p. 282) cited this case as
illustrating the use of visual abductive reasoning in archeology, because
the diagnosis of the bone fragment as hominid was based on an explana-
tion of the data provided by a close inspection of the site. From this
data a plausible hypothesis was formed that was then tested by further
investigations, providing more data that could support or refute the hy-
pothesis.

Two of the examples given by Peirce not only illustrate what he
meant by abductive inference but also show he was aware that abduc-
tion is common in everyday reasoning as well as in scientific reasoning.
The first example quoted below (which I call “The Four Horsemen
Example”) came apparently from his personal experience and shows
how common abductive inferences are in everyday thinking (1965V,

p- 375)-

TrE FourR HORSEMEN EXAMPLE

I once landed at a seaport in a Turkish province;and, as I was walk-
ing up to the house which I was to visit, I met a man upon horse-
back, surrounded by four horsemen holding a canopy over his head.
As the governor of the province was the only personage I could
think of who would be so greatly honored, I inferred that this was
he. This was an hypothesis.

The second example (p. 375) (which I call “The Fossils Example”) il-
lustrates the use of abduction in science, showing that Peirce was aware
of its use in scientific fields such as archeology and paleontology.
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THE FossiLs EXAMPLE

Fossils are found; say, remains like those of fishes, but far in the
interior of the country. To explain the phenomenon, we suppose
the sea once washed over this land. This is another hypothesis.

The abductive inference in both these cases is easily seen to follow the
pattern of inference to the best explanation. In the fossils example,
Peirce actually used the word “explain” We all know that fish require
water to survive. That could be described as a general rule—a normal or
familiar way that fish operate. But it could be subject to exceptions.
Some fish can survive on land for some time. But how could fish survive
this far into the interior where there is now no water? The observed fact
calls for an explanation. A best explanation could be that there was water
there at one time. In the four horsemen case, the given facts are also
“curious.” Why would one man be surrounded by four other men hold-
ing a canopy over his head? We could hazard a guess by saying that the
general rule might be something like the following: only a very impor-
tant person (such as the governor) would be likely to have a canopy
supported by four horsemen. But the “only” here should not be taken to
refer to the “for all x” of deductive logic or to warrant a deductively
valid inference to the conclusion that this man must necessarily be the
governor. It is just a guess, but it is an intelligent guess that offers the
best explanation.

Hintikka (1998) expressed disagreement with the view that Peirce
consistently equated abduction with inference to the best explanation.
Although this view may represent Peirce’s earlier perspective on abduc-
tion, according to Hintikka (1998, p. 511), it was not his mature view.
Hintikka argued that Peirce took abduction to be the only way that
a new hypothesis can be introduced in an inquiry (p. 511). He then
(p- 511) cited a passage from Peirce where he seemed to claim that a
hypothesis can be introduced into an inquiry even if it is not based on
previous knowledge. But inference to the best explanation is always, by
its nature, based on the given facts, that is, on previous knowledge in an
inquiry. Therefore, Hintikka argued, Peirce’s mature notion of abduc-
tion has to be wider than merely being inference to the best explanation.
Hintikka also based his argument on some cases of scientific discovery
drawn from the history of science, and some comment on what he took
these cases to show will be made in chapter 7.

As well as being important in scientific and legal reasoning, abduction
is abundant in everyday argumentation and in everyday goal-directed
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reasoning of the kind that is currently the subject of so much interest
in artificial intelligence. An excellent and highly useful account of the
form of abductive inference has been given in the influential work of
Josephson and Josephson (1994). Their analysis is quite compatible with
the account given by Peirce. They described abduction as equivalent to
inference to the best explanation. Josephson and Josephson cited numer-
ous examples of the use of abductive inference in everyday reasoning
showing how common this form of inference is. The one quoted below
(p- 6), in the form of a brief dialogue, is a good illustration.

Joe: Why are you pulling into this filling station?

Tidmarsh: Because the gas tank is nearly empty.

Joe: What makes you think so?

Tidmarsh: Because the gas gauge indicates nearly empty. Also, I
have no reason to think that the gauge is broken, and it has been a
long time since I filled the tank.

The reasoning used in this case follows Peirce’s pattern of inference to
the best explanation. Tidmarsh derives two alternative explanations for
the circumstances presented by the gas gauge. The obvious explanation
is that the gas in the tank is nearly empty. But there is also a possible
alternative explanation. The gas gauge could be broken. But Tidmarsh
does remember that it has been a long time since he filled the tank. This
additional evidence tends to make the hypothesis that the tank is nearly
empty more plausible. On balance, the best explanation of all the known
facts is that the gas tank is nearly empty. This conclusion could be wrong,
but it is plausible enough to warrant taking action. Tidmarsh should pull
into the next gas station.

PEIRCE ON THE THREE TYPES OF REASONING

It is very clear from Peirce’s writings that he divided reasoning into
three mutually exclusive categories: deductive reasoning, inductive rea-
soning, and abductive reasoning. “Reasoning is of three types,” he
wrote, “Deduction, Induction, and Abduction” (1965V, p. 99). The basis
of his classification is summed up in the following remark (1965V,
p. 106): “Deduction proves that something must be; Induction shows that
something actually is operative; Abduction merely suggests that some-
thing may be” The distinction as expressed in this quotation suggests
that each type of reasoning has a different modality. It suggests that de-



8 / Abductive, Presumptive, and Plausible Arguments

duction is the strongest form, abduction is the weakest or most conjec-
tural, and induction falls somewhere in between. Deductive reasoning
begins “from a hypothetical state of things,” paying no attention to
“whether or not the hypothesis of our premises conforms more or less
to the state of things in the outward world” (1965V, p. 99). For Peirce,
deductive reasoning is necessary, and he even claims it is diagrammatic,
meaning that it takes place at such a level of abstraction that it can be
represented by transformations in a diagram (1965V, p. 100). Peirce’s
definition of deductive reasoning seems somewhat different from the
usual definitions one finds in logic textbooks, but not different enough
to raise too many concerns or doubts for the average reader. His defini-
tion of induction, however, is more of a departure.

Peirce disagreed so strongly with the theory of induction of John
Stuart Mill that he declared, “It would be a waste of time to discuss
such a theory” (1965V, p. 103). Dismissing other leading theories of in-
duction as well, Peirce went on (1965V, p. 105) to define inductive rea-
soning in a way that links it to prediction and to theory. He wrote:
“Induction consists in starting from a theory, deducing from it predic-
tions of phenomena, and observing those phenomena in order to see how
nearly they agree with the theory.” This definition of inductive reason-
ing seems to be an operational one. It is defined in terms of the progress
of the process of experimental investigation that would take place in
science when a hypothesis is tested. It involves a matching or approxi-
mation between two things: theory and observation. The link connect-
ing the two is prediction. The theory makes a prediction, which can
then match the observation to a greater or lesser degree.

Peirce defined abduction in terms of explanation and hypothesis. His
concise definition (1965V, p. 106) reads: “Abduction is the process of
forming an explanatory hypothesis.” Peirce even occasionally uses the
term “hypothesis” as a synonym for abduction (196511, p. 374). Thus he
saw abduction as prior to induction and deduction in the process of
scientific argumentation. Abduction is how the scientist forms the hy-
pothesis that is later tested using deductive or inductive reasoning. This
account makes abduction seem vitally important in scientific method-
ology. Peirce emphasized the central importance of abduction in science,
and he saw it as extremely valuable in the process of scientific discovery.
He wrote, “Every single item of scientific theory which stands estab-
lished today has been due to Abduction” (Peirce, 1965V, p. 106, his
capital letter A). How is the process of scientific investigation built on
abduction? How can scientific truth be discovered by a process of rea-
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soning that does not have logical necessity, or “compulsiveness,” as
Peirce calls it, and could be wrong? Peirce gave his answer in a resonant
passage (1965V, p. 106).

Consider the multitude of theories that might have been suggested.
A physicist comes across some new phenomenon in his labora-
tory. How does he know that the conjunctions of the planets have
something to do with that or that it is not perhaps because the
dowager empress of China has at the same time a year ago chanced
to pronounce some word of mystical power or some invisible jin-
nee may be present. Think of what trillions and trillions of hy-
potheses might be made of which one only is true; and yet after
two or three at the very most a dozen guesses, the physicist hits
pretty nearly on the correct hypothesis. By chance he would have
not been likely to do so in the whole time since the earth was
solidified.

Several characteristics of abduction are revealed in this passage. First,
it is a technique used to narrow down the number of alternatives by
picking out one or a few hypotheses from a much larger number of
them that are available. Second, it is a process of guessing, or picking the
right guess, and thus it is clear that it is a fallible process that can lead to
wrong hypotheses as well as to right ones. Third, it comes into play
when a new phenomenon is observed, in other words, a phenomenon
that has not yet been explained, or explained well enough, in science.
The second characteristic seems to add a bit of mystery to abduction.
It is guessing of a kind that implies a creative element. Indeed, later
(p. 107) Peirce called abduction “insight” of a kind he equated with
“the faculty of divining the ways of Nature.” He theorized (p. 107) that
abduction “resembles the instincts of the animals.” These remarks make
abduction sound highly intuitive and creative, even instinctive in na-
ture. Thus it can be easily appreciated why it has proved difficult to ana-
lyze as an exact technique of scientific reasoning. It is easy to appreciate
why abduction has been ignored in the past and brushed aside as “sub-
jective.”

Peirce (196511, pp. 372—75) presented an elaborate but simple example
designed to illustrate deduction, induction, and abduction. Suppose we
draw a handful of beans at random out of a bag full of beans. We do not
know what proportion of white beans are in the bag, but two-thirds of
the beans in the handful are white. We conclude that two-thirds of the
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beans in the bag are white. The inference in this example has the fol-
lowing form (p. 375), representing an even simpler kind of case in which
all the beans in the handful were found to be white.

INDUCTION

Premise One: These beans are from this bag.
Premise Tivo: These beans are white.

Conclusion: All the beans from this bag are white.

According to Peirce’s description (p. 374), this inference is inductive be-
cause it goes from the case (premise one) and the result (premise two)
to the rule. The conclusion is said to represent a “rule” because it is a
generalization about all the beans in the bag. By comparison, a deduc-
tive inference goes from applying a general rule to a particular case in
order to get a result, as in the following example (p. 374).

DebucTioN

Premise One: All the beans from this bag are white.
Premise Tivo: These beans are from this bag.
Conclusion: These beans are white.

In presenting this example, Peirce (p. 374) stated the very important
thesis that “all deduction is merely the application of general rules to
particular cases.” I think this thesis is very important because it links
deductive reasoning to rules, and rules of a particular kind. Judging from
the example above, the kind of rule used to support a deductive infer-
ence is one that is absolute in the sense that it does not admit of excep-
tions when applied to a case. Peirce does not say this, as far as I can see,
but it does seem significant that he defines deductive reasoning by link-
ing it to the notions of rule and case, as above.

Finally, we come to Peirce’s example of the abductive type of infer-
ence using the beans in the bag example (196511, p. 374).

Suppose I enter a room and there find a number of bags, contain-
ing different kinds of beans. On the table there is a handful of
white beans; and, after some searching, I find one of the bags con-
tains white beans only. I at once infer as a probability, or as a fair
guess, that this handful was taken out of that bag. This sort of in-
ference is called making an hypothesis.
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The inference in this version of the example is reconstructed (196511,
p- 374) as abductive and as having the following form.

ABDUCTION

Premise One: All the beans from this bag are white.
Premise Tivo: These beans are white.

Conclusion: These beans are from this bag.

The first premise is the rule, the second is the result, and the conclusion
is the case, in Peirce’s reconstruction (p. 374). The line of reasoning in
the example can also be reconstructed as follows. On the table I see the
handful of white beans. On further investigation I find that one bag
contains white beans only. These are my findings. They represent the
observed facts or empirical data of the case. What could explain these
data? Well, a hypothesis that could explain them is that the handful of
beans could have come from the bag that was found to contain only
white beans. This way the hypothesis works as a best explanation, given
what is known and what is not known in the case. A special feature
of the abduction example from Peirce is worth noting as well. In this
inference, like the deductive one above, the generalization is univer-
sal. But the way it applies to the result seems to yield a conclusion by
reasoning that is neither deductive nor inductive. It is possible, and
for all we know quite probable, that the beans in the other bags are
white, too. But until we test that conjecture, it would be reasonable to
guess that the beans in the handful came from the bag containing white
beans only.

Peirce’s beans example and the way he draws the borders around the
three types of reasoning are not entirely convincing or satisfactory in
certain respects. One problem is that the way he defines induction seems
peculiar and controversial. Another is that the beans example and the
other examples put forward above are instances of everyday reasoning
of the kind with which all of us are deeply familiar. But Peirce had
primarily designed his theory of abduction to apply to scientific reason-
ing, particularly the kind of reasoning used in the process of scientific
discovery. In his later work at least, he did see abduction as a way of
modeling the logical reasoning that takes place during the process of
scientific discovery that begins with a guess or hypothesis and then pro-
ceeds through a sequence of testing and refinement. Peirce thought that
the three most remarkable “guesses” he knew of were Bacon’s guess that
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heat is a mode of motion; Young’s guess that the primary colors were
violet, green, and red; and Dalton’s guess that there were chemical atoms
(Tursman, 1987, p. 18). Several quite detailed examples of how abduc-
tive reasoning of the kind described by Peirce are embodied in actual
cases of scientific discovery have been presented by Tursman (1987). But
for the person who wants to get a more practical grasp of how abductive
reasoning is used in thinking and argumentation outside specialized sci-
entific case studies, the details of the scientific context of discovery and
verification of hypotheses may obscure the central notion of abductive
reasoning. It is easy to get lost in the complexities and controversies in
the philosophy of science about how this process works. Scientific dis-
covery is a fascinating and timely topic for research, to be sure, but much
light could be thrown on abduction by also analyzing some less techni-
cal cases familiar from everyday reasoning. One problem is that the phi-
losophy of science, although very important in its own right, tends to
favor examples that are so specific and technically controversial that they
do not really serve well to pose basic questions that tend to be over-
looked. The extensive scientific examples, although deeply interesting,
do not illustrate abductive reasoning in such a compelling way that the
reader can say, “Aha, now I know what it is.” Thus some reconsideration
of other examples could be useful.

Still another problem is that it seems hard to grasp what exactly
the defining condition is supposed to be that divides abduction from
induction. Peirce seemed to be very much aware of this difficulty. He
tried to clarify the problem by making the following general statement

(196511, p. 385).

The great difference between induction and hypothesis is, that the
former infers the existence of phenomena such as we have ob-
served in cases which are similar, while hypothesis supposes some-
thing of a different kind from what we have directly observed, and
frequently something which it would be impossible for us to ob-
serve directly. Accordingly, when we stretch an induction quite be-
yond the limits of our observation, the inference partakes of the
nature of hypothesis.

What Peirce is admitting, and what he concedes explicitly a few lines
below (p. 385), is that in some real cases “we have a mixture of induc-
tion and hypothesis.” This remark reveals the fundamental basis of the
Peircian three-way distinction. It is based on the “real world” or set of
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presumed facts (data) observed in a given case. Deductive inference is
abstracted from the data and is independent of them. Inductive inference
is based on the data but extrapolates partially beyond them. Abduction
extrapolates even further beyond the data. It stretches “quite beyond the
limits of our observation,” to use Peirce’s terms. Thus abductive reason-
ing “infers very frequently a fact not capable of direct observation”
(Peirce, 196511, p. 386). To prove his point, Peirce (p. 386) used the ex-
ample of the hypothesis that Napoleon Bonaparte once existed.” In his
view, an abductive inference of this kind could never be replaced by an
inductive inference. It just goes too far beyond the data. This example is
quite convincing and helps us grasp what the difference between induc-
tive reasoning and abductive reasoning is supposed to be in the Peircean
view. But it also raises many further problems that call for careful con-
sideration and discussion in their own right.

PEIRCE ON THE FORM OF
ABDUCTIVE INFERENCE

Although an abductive argument provides a form of support for its
conclusion “only problematically or conjecturally” according to Peirce
(1965V, p. 117), it is a logical inference “having a perfectly definite logi-
cal form.” The million-dollar question then is, “What is its logical
form?” Peirce gave an answer to this question, as quoted in the impor-
tant passage below expressing the form of abductive inference (p. 117).
In this form of inference, C is a statement or set of statements describing
some facts, and A is another statement that supposedly accounts for these
facts.

PEIRCE’s FORM OF ABDUCTIVE INFERENCE

The surprising fact, C, is observed.

But if A were true, C would be a matter of course.
Hence, there is reason to suspect that A is true.

Just below (p. 117), Peirce added that he was not sure that this proposed
form was the correct account of the matter, but he supported it by going
on, in the next few pages, by replying to some objections to it. During
the discussion, he tried to probe into this logical form more deeply to
reveal more about what abduction is and how it works as a form of
logical reasoning. But in a rather opaque passage (1965V, p. 120), he
seemed to admit that he could not go further except to say that deduc-
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tive necessity, inductive probability, and abductive expectability all
come from a process of “inhibitory” self-control of thinking. In the
final part of the discussion (1965V, pp. 121-23), Peirce argued that the
question of abduction is really the question of pragmatism. Perhaps
what he is saying is that one has to go beyond the narrow framework of
deductive and inductive reasoning to understand abduction. This view
seems to be borne out by his own description of how abduction works
as a form of reasoning that has instrumental value in the process by
which scientific discovery is made possible through the formation and
testing of hypotheses. Peirce seemed to be suggesting that we will
only be able to model abductive reasoning formally, or by some abstract
form of inference, once we get a broader pragmatic picture of how it
works in some richer account of the process of scientific thinking. Thus
Peirce’s view of abductive inference can be seen as genuinely innovative
and pioneering. It was on the frontiers of logic when he wrote, and it
still is more than a century later.

Peirce’s form of abductive inference looks like a kind of reverse
modus ponens inference. Its form looks like that of the invalid form of
inference called affirming the consequent. These appearances make us
wonder what relationship there is, if any, between Peirce’s form of ab-
ductive inference and familiar forms of deductively valid inference.
Fann (1970, p. 52) interpreted Peirce as making the claim that any given
abductive inference can be reduced to a corresponding deductively
valid inference. Fann (p. 52) mounted his argument on the premise that,
for Peirce, the only justification for an abductive inference is that it ex-
plains the facts. Although this premise accurately represents Peirce’s view,
the argument Fann (1970, p. 52) based it on is more questionable: “Now
to explain a fact is to show that it is a necessary or probable result from
another fact, known or supposed. Thus, this part of the problem is simply
a question of reducing any given abductive inference to a correspond-
ing deduction. If the latter turns out to be valid, the correctness of the
abduction is guaranteed.” What Fann appears to be concluding from
this argument is that in the Peircian view, there will always be a deduc-
tively valid argument matching any correct abductive inference. One
might question, then, whether, in Fann’ interpretation of the Peircian
view of the logical form of abduction, for every correct Peircian abduc-
tive inference, there is a corresponding modus ponens argument. This
question was clearly answered by Fann in the afhirmative. He wrote
(p- 52) that corresponding to Peirce’s form of abductive inference (as



Abductive, Presumptive, and Plausible Arguments / 15

quoted above) there is always an argument of the following modus ponens
form.

Mobpus PoNeENs (MP) COUNTERPART OF PEIRCE’s FORM OF ABDUCTIVE
INFERENCE

If A were true, C would be a matter of course.

A 1s true.

Hence, C is true.?

According to Fann (p. 52), Peirce consistently maintained the view that
deduction is the rationale of both induction and abduction. Fann hy-
pothesized that Peirce’s view also implies the following thesis: any form
of inductive inference is only valid (or structurally correct) because a
corresponding deductive inference is (deductively) valid. And in par-
ticular, Fann hypothesized that matching any correct abductive infer-
ence having Peirce’s form of abduction will be a corresponding modus
ponens inference produced by reversing the antecedent and consequent
of the conditional premise.

The view that a modus ponens inference of this sort (with antecedent
and consequent reversed in the conditional premise) is a correct form of
plausible reasoning in scientific argumentation has been maintained by
Polya (1954, 18—19). To show how such an inference can be reasonable,
he described a common kind of situation that occurs in mathematical
research. A mathematician is trying to determine whether a proposition
A is true or not. The mathematician does not know that but does know
that A implies B. If B is false, it would follow deductively by modus
tollens that A must also be false. However, suppose the person finds that
B is true. What would that suggest? According to Polya (18—19), there is
a heuristic inference: “since its consequent B turned out to be true, A
itself seems to deserve more confidence.” Polya did not identify this heu-
ristic inference by using the term “abduction.” Nevertheless, he did iden-
tify it as a form of plausible reasoning and contrasted it with deductive
modus tollens by placing the two side by side in a display as below (p. 19).

Demonstrative  Heuristic
A implies B A implies B
B false B true

A false A more credible
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The form on the right, identified by Polya as a heuristic, appears to have
the same structure as the fallacious form of argument called affirming
the consequent in deductive logic. It reasons backward from the conse-
quent of a conditional to the antecedent. And yet Polya was putting it
forward as a structurally correct form of plausible reasoning.

Polya’s remarks on this subject are very interesting in regard to the
subject of the analysis of abductive reasoning. They are especially inter-
esting in light of Peirce’s theory (or at least Fann’s version of it) that the
logical form of abductive reasoning is a kind of reverse modus ponens
inference just like the heuristic inference described by Polya above. A
number of questions are raised. Does abductive reasoning of the kind
described by Polya occur commonly in mathematical research in the
way Polya outlined? And if the kind of mathematical reasoning de-
scribed by Polya can properly be classified as abductive, can his repre-
sentation of it as a kind of reverse modus ponens form of argument
(the heuristic above) be taken generally to represent the form of abduc-
tive inference as an identifiable kind of plausible reasoning? These are
large questions, and without some better account of abduction than we
presently have, there does not seem to be any way to answer them.

I will not go into the question of whether Fann’s hypothesis may be
taken to accurately represent Peirce’s view of abduction. What is more
interesting is that Fann’s hypothesis itself represents a particular view of
abductive inference that is not only comparable to Polya’s heuristic
above but that has also been put forward by Magnani (200r1) as the for-
mal basis of an analysis of abductive reasoning. This view raises the
question of the logical form of abductive inference and the question of
its relationship to modus ponens. In Magnani’s view, abductive inference
is different from deductive and inductive forms, but is closely tied to
both in the process of scientific discovery. These two contentions fit well
with both Peirce’s and Polya’s remarks cited above. All three views seem
to agree that abduction is tied to the process of scientific research and
inquiry and thus that it has a pragmatic as well as formal logical aspect.
We will not attempt to probe more deeply into these issues concerning
the precise form of abductive inference yet, reserving this special prob-
lem for detailed analysis in chapter 6.

But even at this early point, it is good to notice how much abduction
depends on a particular view of explanation. Fann, as quoted above,
wrote that “to explain a fact is to show that it is a necessary or probable
result from another fact, known or supposed.” This view of explanation
was popular in philosophy at the time Fann wrote and still is in some
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circles. It is identifiable with the so-called deductive-nomological model
of explanation and its inductive variant associated with Carl Hempel.
But once we come to see that this restricted view of explanation repre-
sents only one kind of it (in chapter 2), much light can be thrown on
abduction. A new way of looking at abduction will be revealed that
throws doubt on the kind of tight correspondence between abduction
and deduction hypothesized by Fann. For the present, however, it is im-
portant to be aware that there is much controversy concerning the rela-
tionship between the modus ponens form of inference, so familiar in de-
ductive logic, and Peirce’s account of the form of abductive inference.

SCIENTIFIC DISCOVERY AND ARTIFICIAL
INTELLIGENCE

Norwood Russell Hanson (1958) was an early exponent of abductive
reasoning in the philosophy of science, building his analysis along Peircean
lines. Hanson’s work has been described as “iconoclastic” (Nickles, 1980,
p. 22) because he “almost alone” argued the case for an abductive ap-
proach to scientific discovery from about 1958 to his death in 1967.
His book Patterns of Discovery (1958) gave many convincing examples
of abductive reasoning in physics and other sciences, but it has not un-
til recently been given adequate credit as a centrally important and
highly original work in the philosophy of science and in the study of
argumentation. To illustrate abductive reasoning, Hanson used the fa-
mous example of Kepler’s developing his elliptical orbit hypothesis as an
explanation of planetary motion. According to Hanson (1958, p. 85),
when Kepler wrote out his reasons for suggesting the ellipse as a hy-
pothesis, these reasons were neither deductive nor inductive. They were
reasons based on what Hanson called retroductive inference, or what is
more commonly called abductive reasoning. In Hanson’s reconstruction
of how Kepler reasoned, he drew his conclusion by working from the
given celestial observations as facts or empirical findings and then trying
to explain these facts by suggesting an explanation (p. 85). Josephson
(2001, p. 1622) pointed out that although abduction has been “largely
overlooked and underanalyzed by almost 2,400 years of formal logic
and philosophy,” many examples of it in scientific argumentation can
be found, “going back to ancient times.” Among examples of best-
explanation arguments Josephson cited the following (p. 1622). On the
basis of observations of the appearances and phases of the moon, Py-
thagoras argued that the moon is spherical and lit by the sun. Darwin’s



18 / Abductive, Presumptive, and Plausible Arguments

hypothesis of natural selection offers a plausible explanation of how
well things fit together in nature. Newton’s argument for his theory of
gravitation is based on his explanation of the motions of the planets and
tides.

Hanson regarded Peirce as the discoverer of abduction, and Hanson’s
own account of the form of abductive inference is based on Peirce’s
(Curd, 1980). Hanson’s account (1958, p. 86) represents the inference
as having two premises. H is a hypothesis.

Premise 1: some surprising phenomenon P is observed.

Premise 2: P would be explicable as a matter of course if H were
true.

Conclusion: hence there is a reason to think that H is true.

Hanson argued that Kepler’s inference to a hypothesis of elliptical mo-
tion was not an inductive inference “from any actuarial or statistical
processing of increasingly large numbers of P’s” (p. 87). Instead, it was a
perceiving of a pattern in the data and then the forming of a hypothesis
that enabled what has been observed to be understood. It is important
to note that Hanson described abduction as based on a prior process of
explanation of observations and that he described this process as one in
which the observations come to be understood. Hanson called this
process retroduction, as contrasted with prediction. What Kepler did, ac-
cording to Hanson, was to explain the given data in a way that was
different from, and better than, the old hypothesis that had been ac-
cepted. Retroduction, in Hanson’s view, begins with observation and
then moves to explanation of what was observed. Thus Hanson’s de-
scription of retroduction linked abduction to explanation and linked
explanation to understanding.

Hanson did advance beyond Peirce’s account of abduction by show-
ing better how the process works in case studies of scientific discovery
and by articulating better how abduction works in such cases. Still,
critics had problems with interpreting his account. Their criticisms
have been summarized by Nickles (1980, pp. 23—25). Some critics were
unsure of the difference between the Peirce-Hanson notion of retro-
ductive inference and the model of hypothetical-deductive inference
used to analyze the notion of scientific explanation (p. 23). Other critics
thought that the Peirce-Hanson model of the logical form of abductive
inference failed to account for many contextual factors over and above
given observations, such as “previous theoretical results, rational expec-
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tations, heuristics, goals, and standards that together direct inquiry”
(p- 23). Still others thought that Hanson’s “heavy use of Gestalt percep-
tual metaphors” made his notion of discovery seem psychological (p. 24).
This would be disappointing to those who questioned whether logical
inference should be based on psychological notions. Another problem,
similar to that indicated above about Peirce’s own analysis, was the ap-
parent multiplicity of Hanson’s notion of abduction. It seemed unclear
whether abduction was a notion of hypothesis generation or of argu-
ment evaluation (Nickles, 1980, p. 24). Finally, Hanson did not convinc-
ingly enough support his claim that there is a special logic of discovery
difterent from deductive and inductive models of reasoning (p. 25). Thus
many philosophers, especially those of a positivistic bent, were reluctant
to accept the idea that there was a third clear standard of logical reason-
ing beyond the traditionally accepted deductive and inductive models.

There has been a long tradition of sharply separating justification and
discovery. The tradition warns that creative discovery is a psychological
notion, whereas justification is a logical notion. This way of drawing the
distinction sees discovery as outside the bounds of logic. There has also
been an opposed view, expressed from time to time by pragmatists, that
discovery does have a logic of its own. For example, Schiller (1917)
made a distinction between the logic of proof and the logic of scientific
discovery. A pragmatist, Schiller argued that scientific discovery has its
own logic, one different from deductive logic. He saw deductive logic
as “static” and argued that there should also be a dynamic logic appli-
cable to cases of arguments in which knowledge is growing (Schiller,
1917, p. 273). However, many philosophers doubted that there could
be any such thing as a logic of discovery. Popper (1959, pp. 31-32)
“sharply” distinguished “between the process of conceiving a new idea,
and the methods and results of examining it logically.” During Hanson’s
time of writing, and for some time afterward, the Popperian view was
dominant (Curd, 1980). The generally held assumption was that a logic
of discovery is simply not possible. Discovery, or any creative process
that leads to thinking up new ideas, seems intuitive and unsystematic,
and this aspect suggested to many that it lacks any kind of logical struc-
ture. During this period, little attention was paid by philosophers to a
notion of abductive reasoning different from both deductive and induc-
tive that might be applied to scientific discovery.

A change came with the advent of artificial intelligence. It became
apparent to scientists who were engaged in building robots to carry out
practical tasks and in creating software that could process information
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and automate tasks that abductive reasoning is vitally important. The
most useful and accessible analysis of abduction, and how it used in Al,
1s that of Josephson and Josephson (1994). Not only do they give many
examples of how abductive reasoning is used in computing and in other
fields but also they have presented a model that represents the form of
abductive inference. This model goes well beyond Peirce’s analysis of
abduction and furthermore seems to go in a different direction in sev-
eral respects. According to Josephson and Josephson (1994, p. 14), abduc-
tive inference has the following form, which clearly shows its structure
as based on inference to the best explanation. H is a hypothesis.

JOSEPHSON AND JOSEPHSON (]J&J) FORM OF ABDUCTIVE INFERENCE
D is a collection of data.

H explains D.

No other hypothesis can explain D as well as H does.
Therefore H is probably true.

It can easily be seen how the Tidmarsh example from Josephson and
Josephson above fits the J&J form of inference. If you reconsider the four
horsemen example and the fossils example from Peirce, it is not hard to
see how they too fit this model. But how, you might ask, could such a
form of inference be evaluated in a given case? How should we evaluate
the strength or weakness of a given abductive argument? Peirce would
presumably have answered that strength and weakness can be evaluated
by testing them out by further observations or experiments. Josephson
and Josephson presented an answer that basically agrees with Peirce’s
theory that abduction needs to be evaluated in light of the process of
forming and testing a hypothesis in an inquiry.

The answer presented by the Josephsons is that contextual factors of
the given case, of various sorts, need to be taken into account. The mul-
tiplicity of these factors suggests that the evaluation of abductive infer-
ence is quite different from that of deductive or inductive inference.
According to Josephson and Josephson (p. 14), the judgment of likeli-
hood associated with an abductive inference should be taken to depend
on six factors.

1. how decisively H surpasses the alternatives
2. how good H is by itself, independently of considering the alter-
natives (we should be cautious about accepting a hypothesis, even
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if it is clearly the best one we have, if it is not sufficiently plausible
in itself)

3. judgments of the reliability of the data

4. how much confidence there is that all plausible explanations
have been considered (how thorough was the search for alternative
explanations).

Beyond these four factors of “judgment of likelihood,” Josephson and
Josephson (p. 14) list two additional considerations required for the
evaluation of an abductive inference.

5. pragmatic considerations, including the costs of being wrong
and the benefits of being right

6. how strong the need is to come to a conclusion at all, especially
considering the possibility of seeking further evidence before de-
ciding.

The process for evaluating abductive inferences presented by Josephson
and Josephson is different from the process of evaluating deductive or
inductive inferences. In a given case, several explanations of the queried
fact are possible. The conclusion to be inferred turns on which is the
“best” explanation at some given point in the collection of data or an
investigation that may continue to move along. But the process of inves-
tigation may not be finished. Collection of more facts may suggest a
new explanation that may even be better than the one now accepted.
The conclusion is an intelligent guess based on what is known at some
given point in an investigation that may, or perhaps even should, con-
tinue.

The account of abductive inference and inference to the best expla-
nation presented above has emphasized the common elements found in
the analyses given by Peirce, Harman, and the Josephsons. It is neces-
sary to add that this brief account may be misleading in some respects
and that a closer and more detailed explication of the finer points of the
three analyses could reveal important underlying philosophical differ-
ences. Inferences to the best explanation, as expounded by Harman and
the Josephsons, can involve deductive and inductive processes of a kind
that would apparently be excluded by Peirce’s account of abduction. A
main thesis for Harman, argued at length in his article, is the proposition
that “all warranted inferences which may be described as instances of
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enumerative induction must also be described as instances of inference
to the best explanation” (Harman, 19635, p. 88). For Peirce, on the other
hand, it would seem that deductive and inductive processes are distinct
from the abductive proposal of a hypothesis to be tested. It could well
be that, when analyzed in more depth, the notion of abduction pre-
sented by Peirce is different from the notion of inference to the best
explanation presented by Harman and the Josephsons. Indeed, in the
theory of Magnani (2001), abduction is not the same as inference to the
best explanation. According to Magnani (2001, p. 19), there are two
meanings of the word “abduction.” In creative abduction, the task is to
generate plausible hypotheses. In a second kind of abduction, called in-
terence to the best explanation, the task is to evaluate the hypotheses.

However, the examples presented above, along with the various defi-
nitions and characterizations given, suggest the hypothesis that abduc-
tive inference and inference to the best explanation can tentatively be
taken to be equivalent notions. Peirce’s frequent use of explanatory lan-
guage in his account of abduction certainly suggests the closeness of the
two notions in his view. Magnani’s account quite rightly distinguished
between two components of abduction that represent two different
tasks undertaken during the execution of abductive reasoning. None-
theless, the theory of abductive reasoning set out in chapter 6 will com-
bine these two functions in a single notion of abductive reasoning. In
this view, the single notion will be taken to represent abductive reason-
ing as having a single meaning. According to this meaning, abductive
reasoning will be taken to be equivalent to inference to the best expla-
nation.

ABDUCTIVE INFERENCE IN LEGAL EVIDENCE

It might be assumed that because Peirce invented the expression “ab-
ductive inference” in the logical meaning we take it to have today, he
was also the first exponent of inference to the best explanation as a form
of reasoning. However, there is some evidence that the notion of infer-
ence to the best explanation has been used as a method of analyzing
argumentation in a tradition that may be independent of Peirce’s work.
Writings in law, especially in the field of evidence, have employed this
notion to analyze the kind of inference so common in law in which a
conclusion is inferred from a fact by offering an explanation of the fact.
John H. Wigmore, in his major work on evidence in law (1940, p. 418),
quoted a passage from Alfred Sidgwick’s book Fallacies (1884) in which
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Sidgwick offered a very clear definition of inference to the best expla-
nation. Sidgwick wrote, “By the best explanation is meant . . . that soli-
tary one out of all possible hypotheses which, while explaining all
the facts already in view, is narrowed, limited, hedged, or qualified, suffi-
ciently to guard in the best possible way against undiscovered excep-
tions” (as quoted by Wigmore, p. 418). Sidgwick saw inference to the
best explanation as representing a very common form of reasoning that
is different from either deductive or inductive reasoning. Wigmore was
quick to pick up on the importance of this kind of reasoning in legal
evidence judgments, and he applied the idea to the reasoning used in
many typical legal cases in a very convincing and helpful way. Wigmore’s
work has been largely ignored by the logical and philosophical commu-
nities who have studied abduction, but much can be learned from it.

Wigmore worked out an elaborately detailed method of weighing
the mass of evidence in a legal case by mapping out the argumentation
on both sides and then comparing two total networks of argumenta-
tion. He constructed a network in the form of an “evidence chart,” us-
ing an argument reconstruction method similar to what is known today
in logic as the method of argument diagramming. The best source of
examples of this method as applied to legal cases by Wigmore is his
important work titled The Principles of Judicial Proof (1913). His evidence
charts can be quite massive in some cases. The diagram shows a network
of one-step arguments chained together by joining inferential lines. Ar-
rows are used to exhibit single inferences that lead from premises to
conclusions in local arguments, and these local arguments are shown as
chained to other neighboring ones. The whole diagram, once all the ar-
guments used on one side of a case are connected, represents the mass
of evidence on that side in the case. Wigmore (1913, p. 747) used these
logical diagrams or so-called evidence charts to “determine rationally
the net persuasive effect of a mixed mass of evidence” As Goodwin
(2000, p. 229) observed, Wigmore claimed that his method of evidence
charts represented more than just the psychological notion of coming to
accept a belief. He thought of it as a method for representing the logi-
cal process of coming to a correct decision on the basis of evidence in
a case.

The actual details of how Wigmore constructed these diagrams and
the notation he used are not especially important, although it is worth
looking at one of the big ones presented in the Principles. What is more
interesting for our purpose here is that the single steps of inference in
the diagrams are often meant by Wigmore to represent abductive infer-
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ences. Wigmore accepted the view that there are only two kinds of in-
ference, deductive and inductive (Goodwin, 2000, p. 234). But an ex-
amination of some of the legal examples he used to illustrate the chart
method show clearly that he described the inferences in them using the
language of inference to the best explanation.

By looking at some examples of how Wigmore treated typical legal
arguments of the kind used in court to try to prove something, we can
study how Wigmore represented the logical form of the single infer-
ences used by a lawyer. Wigmore (1940, p. 416) offered an analysis of the
following common type of example: “a planned to kill b; therefore a
probably did kill 6.” Wigmore began his analysis by commenting that in
this kind of case “it is clear that we have here no semblance of a syllo-
gism.” So how can one analyze the argumentation in this common form
of inference? Wigmore (p. 417) hypothesized that it can be represented
as taking the form of argument shown below.

THE Fixep DESIGN ARGUMENT

Major Premise: Men’s fixed designs are probably carried out.
Minor Premise: a had a fixed design to kill b

Conclusion: a probably carried out his design and killed &.

This form of argument is highly typical of the kind of argumentation
used by the prosecution side in a criminal case. Wigmore saw this argu-
ment as a weak one that proceeds by imputing a motive to an individual
and then using this motive to argue that this individual killed the vic-
tim. But he saw it as an argument that could present legitimate evidence
in such a case. What is most interesting is that he used the language of
inference to the best explanation when he wrote (p. 418), “There may
be other explanations than the desired one for the fact taken as the basis
of proof”” He also linked this form of argument with argument from
sign, using the fictional example of Robinson Crusoe seeing human
footprints in the sand (p. 419). This example is one of inference to the
best explanation. In the story, Robinson Crusoe was stranded on a de-
serted island, and the appearance of a set of what looked like human
footprints presented him with some evidence for the hypothesis that
there was another human being on the island. In the normal classifica-
tion of argumentation schemes, this argument would be said to have the
form of argument from sign.

Another common example of legal argumentation quoted from Wig-
more (1940, p. 420) shows perhaps even better how he analyzed cases of
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arguments used in legal evidence as instances of inference to the best
explanation.

THE ROBBERY EXAMPLE

The fact that a before a robbery had no money, but after had a
large sum, is offered to indicate that he by robbery became pos-
sessed of the large sum of money. There are several other possible
explanations—the receipt of a legacy, the payment of a debt, the
winning of a gambling game, and the like. Nevertheless, the desired
explanation rises, among other explanations, to a fair degree of
plausibility, and the evidence is received.

The evidence put forward in this example has the form of inference to
the best explanation. It shows the conclusion as arrived at by means of
a choice among several competing explanations of the given facts. It also
shows that the argument is fallible and inconclusive by itself. In a real
case, new evidence presented by the other side could show that there was
some other explanation for a4’s coming into possession of the large sum
of money. Thus each small item of evidence, in Wigmore’s view, needs
to take its place within the wider network of inferences that make up
the mass of evidence in a case. It is this mass of evidence that can swing
the burden of proof to one side or the other in a trial.

Thus we can see that Wigmore’s analysis of inference to the best ex-
planation, like Peirce’s notion of abduction, is pragmatic in nature. Ab-
duction, or inference to the best explanation, can be understood and
evaluated only in relation to the process of investigation in a case. Peirce
defined abduction mainly within the framework of the process of scien-
tific discovery and experimental testing of a hypothesis. Wigmore de-
fined inference to the best explanation within the Anglo-American
legal framework of evidence law. The paradigm process of legal argu-
mentation is the trial, in which both sides present evidence according to
rules of evidence. Wigmore saw using inference to come to accept a
conclusion in legal argumentation in a trial as a systematic process in
which alternative explanations are considered and then accepted or re-
jected. His analysis of such arguments continually uses the language of
inference to the best explanation, suggesting that at least at the practical
level, he was aware of how the model of abductive reasoning can be
applied to legal evidence. At any rate, Wigmore’s use of abductive infer-
ence in his analysis of legal evidence suggests emphatically that the ab-
ductive model is highly applicable to legal reasoning. In the past, the
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notion of abduction has not been widely known to experts on legal
logic and legal evidence, and much of their work has centered on de-
ductive and inductive models of rational argument. But even a glimpse
of Wigmore’s work on evidence shows the enormous potential of ab-
duction as applied to the logical structure of reasoning in legal evidence.

DEFEASIBLE, PLAUSIBLE, AND PRESUMPTIVE
REASONING

Defeasible arguments are ones that can be acceptable at the moment
even though in the future they may be open to defeat. New evidence
may come in later that defeats the argument. Hence a defeasible argu-
ment may be defined as one that is now rationally acceptable even
though it may fail to retain this status (Pollock, 1987). The canonical
example of a defeasible argument, used so often in Al, is the Tweety
argument (Reiter, 1980).

THE TWEETY ARGUMENT
Birds fly.

Tweety is a bird.
Therefore Tweety flies.

The Tweety argument may be rationally acceptable assuming that we
have no information about Tweety except that he is a bird. But suppose
new information comes in telling us that Tweety is a penguin. A pen-
guin is a bird, but it cannot fly. So once we come to know that Tweety
is a penguin, the Tweety argument is defeated. Both premises are gener-
ally acceptable, and true, as far as we know. But the conclusion is false.
The first premise of the Tweety argument is not a universal gener-
alization of the absolute kind that can be rendered by the universal
quantifier of deductive logic. It is not really an inductive generalization,
either. It states that birds normally fly or that one can normally expect
a bird to fly, subject to exceptions. It is a qualified generalization that
implicitly contains a qualifier. If some qualifications are known in ad-
vance, they could be stated by listing them and using a term such as
“except” to head the list. For example, penguins and ostriches could be
listed as exceptions. But suppose Tweety is neither a penguin nor an
ostrich, but a bird with a broken wing. Not all possible exceptions can
be predicted in advance. Thus a defeasible argument is one that is open
ended, whereas a deductively valid argument is closed in that it neces-
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sarily implies its conclusion. Pollock’s theory brings out this contrast by
viewing deductive and defeasible arguments as giving different kinds of
reasons to support a claim. In Pollock’s theory, defeasible reasons are
prima facie reasons to support a claim, meaning that these reasons are
subject to further considerations. These further considerations are of two
types, rebutting defeaters and undercutting defeaters. A rebutting de-
feater attacks a claim directly and is therefore a reason for denying the
claim (Pollock, 1995, 40). An undercutting defeater attacks the connec-
tion between the claim and its support rather than attacking the claim
directly (p. 41). Thus it is only a reason for doubting the claim, not for
denying it.

Defeasible arguments are very important in legal argumentation
(Verheij, 1996; Prakken and Sartor, 1996, 1997). For example, if a witness
testifies that Bob shot Ed, then that may be a good reason for a jury to
accept the statement that Bob shot Ed. But if new evidence comes in
showing that Bob has an alibi or that the witness was lying, the argu-
ment based on witness testimony may be defeated. Another closely re-
lated kind of reasoning that is very important in legal argumentation is
presumptive inference. In law, a person may be presumed to be dead, for
purposes of settling the estate after a prescribed period, even though it
is not known for sure that the person is dead. As long as there has been
no evidence that the person is still alive, after a prescribed number of
years, the conclusion may be drawn that the person is (for legal purposes)
dead. Of course, this conclusion may later be retracted if the person
turns up alive. It is merely a presumption, as opposed to a proved fact. A
presumption, then, is something you move ahead with, for practical pur-
poses, even though it is not known to be true at the present time. It is a
kind of useful assumption that can be justified on practical grounds in
order to take action, for example, even though the evidence to support
it may be insufficient or inconclusive.’ Presumption and plausibility are
both concerned with the practical need to take action or to accept a
hypothesis provisionally, even though the evidence is, at present, not suf-
ficient to prove the hypothesis beyond doubt or show it is known to
be true.

Plausibility, according to Rescher (1976, p. 28), evaluates proposi-
tions in relation to “the standing and solidity of their cognitive basis,”’
by weighing available alternatives. Rescher (1976, p. 55) sees plausibility
as closely related to presumption: “A positive presumption always fa-
vors the most plausible contentions among the available alternatives” A
proposition stands as a plausible presumption until some alternative is
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shown to be more plausible. It is a controversial question whether plau-
sibility is different from probability, and it is hard to exclude entirely
the possibility that plausibility might turn out to be some special kind
of probability. Rescher (1976, pp. 30—31) puts the difference this way.
Probability takes a set of exclusive and exhaustive alternative proposi-
tions and distributes a fixed amount (unity) across the set, based on
the internal contents of each proposition. Plausibility does not assign
weights on a basis of internal contents but on a basis of the external
support for each proposition being considered. The way plausibility is
described in Josephson and Josephson (1994, pp. 265—72) also makes it
seem different from probability. As shown there, plausibility has often
been measured by coarse-scale “confidence values” that seem to be good
enough to decide actions but are different from probability values. Ac-
cording to Josephson and Josephson (p. 266), confidence values are useful
in expert medical diagnoses, but it is not helpful to treat them as though
they were measures of probability (p. 270). A set of rules for evaluating
plausible inferences has been presented in Walton (1992). The rules are
based on the distinction between linked and convergent arguments.
How the rules work can be roughly explained as follows. In a linked
argument, both (or all) premises are functionally related to support the
conclusion. In a convergent argument, each premise is an independent
line of evidence to support the conclusion.” In a linked argument,
Theophrastus’s rule applies. The plausibility value of the conclusion
must be at least as great as that of the least plausible premise. In a con-
vergent argument, the value of the conclusion must be at least as great
as that of the most plausible premise.

The notion of plausible inference can best be explained by citing a
standard example of it used in the ancient world. Plato attributed this
example to Corax and Tisias, two Sophists who lived around the middle
of the fifth century BC (Gagarin, 1994, p. 50). Aristotle attributed the
example to Corax (Rhetoric 1402a17—28). According to the example,
there was a fight between two men, and one accused the other of start-
ing it by assaulting him. The man who was alleged to have started the
fight was quite a bit smaller and weaker than the other man. His argu-
ment to the jury ran as follows. Did it appear plausible that he, the
smaller and weaker man, would assault the bigger and stronger man?
This hypothesis did seem implausible to the jury. The example illustrates
how plausible inference can have the effect of shifting a weight of evi-
dence to one side or the other in a legal case. In such a case, because the
event happened in the past and there were no witnesses other than the
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two principals, a small weight of evidence could shift the balance of
considerations to one side or the other. But how does plausible infer-
ence work as a kind of evidence in such a case? It is not empirical
evidence describing what actually occurred. But it does have to do
with appearances. It has to do with how the situation appeared to the
jury and how the participants would be likely to react in that kind of
situation.

Abduction also relates to hypotheses that are accepted provisionally,
often for practical reasons, or to guide an investigation further along.
Thus the practical motivation of using abductive inference is com-
parable to those of presumptive inference and plausible inference. Pre-
sumptive inference is easily confused with abductive inference, and the
two often tend to be seen as either the same thing or very closely re-
lated. The notion of presumptive inference tends to be more prominent
in writings on legal argumentation, whereas the term “abductive infer-
ence” is much more commonly used in describing scientific argumen-
tation and in computer science. Both types of inference are provisional
in nature. Both are also hypothetical and have to do with reasoning that
moves forward in the absence of complete evidence. Judging from the
account of abductive inference given above, it seems like it can be de-
scribed as presumptive in nature. But what does that mean? To explore
the question, we might find it useful to begin with some account of
what presumptive inference is supposed to be.

A dialectical analysis of presumptive inference has been put forward
in Walton (1996a), and the main points of the analysis have been nicely
summarized in Blair (1999a, p. 56). The analysis presumes a structure of
dialogue in which, in the simplest case, there are two participants. They
are called the proponent and the respondent, and they take turns asking
questions, putting forward arguments, and making other moves. In such
a dialogue, when the proponent puts forward an assertion, there is a bur-
den of proof attached to that move. If the respondent asks for justifica-
tion of the assertion, the proponent is then obliged, at the next move,
either to give an argument to justify the assertion or to retract it. This
requirement is a rule that applies to the making of assertions in cer-
tain types of dialogue. With respect to this rule, assumption may be con-
trasted with assertion. In a dialogue, a proponent can ask the respon-
dent to accept an assumption at any point, and there is no burden of
proof attached. Assumptions are free, so to speak. An assumption is just
a hypothesis. It may be proved or disproved when later evidence comes
into a dialogue, but you do not have to prove it right away. Presumption
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can be described as a move in dialogue that is midway between assertion
and assumption. According to the dialectical analysis in Walton (1996a),
when the proponent puts forward a presumption, the person does not
have to back it up with proof but does have to give it up if the respon-
dent can disprove it. As Blair (1999a, p. 56) puts it, “A presumption so
conceived has practical value by way of advancing the argumentation,
and, in accepting something as a presumption, the interlocutor assumes
the burden of rebutting it” As Reiter (1980) and Blair (1999a, p. 56)
indicate, presumptive inference comes into play in cases where there is
an absence of firm evidence or knowledge. The practical justification of
presumptive reasoning, despite its uncertain and inconclusive nature, is
that it moves a dialogue forward part way to drawing a final conclusion,
even in the absence of such evidence at a given point. Because of its
dependence on use in a context of dialogue, it is different in nature from
either deductive or inductive inference.

A legal example cited above can be used to illustrate how presump-
tion has an inherently practical justification in moving a dialogue for-
ward. As mentioned above, the presumption that a person is dead is often
invoked in legal reasoning in cases where the person has disappeared for
a long time and there is no evidence that the individual is still alive. In
order to deal with practical problems posed by estates, courts can rule
that a person is presumed to be dead as long as there has been no evi-
dence for a fixed period that the person is still alive. For practical pur-
poses, say to execute a will, the conclusion is drawn by presumptive in-
ference that for legal purposes the person will be declared dead. This
legal notion of presumptive inference fits the dialectical analysis. There
may be insufficient positive evidence to prove that the person is dead.
Nevertheless, for legal purposes, a court can conclude by presumptive
inference that the person is dead. The justification is the lack of positive
evidence that the person is alive. Presumption, according to the dialec-
tical analysis, is comparable to assertion as a move in dialogue except that
the burden of proof is reversed. Normally in a dialogue in which the
goal is to resolve a conflict of opinions by rational argumentation, when
you make an assertion, you are obliged to prove it or give it up (van
Eemeren and Grootendorst, 1992). But when you put forward a pre-
sumption to be accepted, at least provisionally, by all parties to the dia-
logue, you are obliged to give it up only if the other party can disprove
it. It is this dialectical reversal that characterizes presumptive inference.
This type of legal case also illustrates quite well the connection be-
tween presumption and the argument from ignorance (argumentum ad
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ignorantiam), a type of argument often taken to be fallacious in logic.
Such arguments from lack of evidence (often called ex silentio arguments
in history) are, however, not always fallacious (Walton, 1996a). Under
the right conditions, they can be quite reasonable presumptive argu-
ments. These kinds of arguments are very common in legal reasoning.
The most obvious cases are those associated with the so-called presump-
tion of innocence in criminal law.

TENTATIVE DEFINITIONS

So what should be said in answer to the question about the third type
of argument, as contrasted to the deductive and inductive kinds? Is this
third type of argument best described as abductive, presumptive, or
plausible? The best answer, although it will be unsatisfying to those who
want a simple answer, is that this type of reasoning is both presumptive
and plausibilistic and that it is very often abductive as well. It is perhaps
even fair to say that it is typically abductive in nature. Plausible reason-
ing is like that. What characterizes it as a type of reasoning is that it
selects from a set of alternatives, as Rescher’s description of it (above)
showed, and that it is relativized to a given body of evidence. These two
characteristics are also properties of abductive reasoning. But abductive
reasoning has the additional characteristic that it is always based on an
explanation, or set of explanations, of the given body of evidence, or set
of facts in a case. So abductive reasoning also seems to be a special kind
of plausible reasoning. But abductive reasoning seems to be inherently
presumptive in nature. As Peirce’s account makes clear, abduction is a
kind of supposition-based reasoning that proceeds by the construction
of a hypothesis. A hypothesis is a provisional guess that may have to be
given up later, when more experimental evidence comes in. So abduc-
tive reasoning is presumptive in nature. The burden of proof is not there.
A guess is allowed, even if there is very little or no firm evidence to
support it yet. But the hypothesis has to be given up if later evidence to
the contrary falsifies it.

When the deductive and inductive categories are contrasted with some
third category, what is the basis of the distinction? Is it the strength of
the link between the premises and the conclusion? It is this aspect that
often seems to be